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Hydraulics15. Hydraulics

The three segments of this chapter introduce phe-
nomena that are of specific interest in the area of
hydraulics. Where applicable (Cavitation, Sect. 15.1
and Sediment Transport, Sect. 15.3) introductory
and descriptive material regarding the topic is
provided. Terminology, physical examples and
motivating descriptions introduce the comprehen-
sive Cavitation subsection. Examples of the types
of flows in which cavitation occurs are provided.
This information sets the stage for a description
of the types of facilities and instrumentation that
are necessary to study the problem. Numerous
photographs and descriptive sketches clarify and
complement the text.

The wave height measurement segment first
deals with fixed position single "point" tech-
niques. More advanced techniques for: i) wave
surface shape along a horizontal line, and ii)
two-dimensional surface geometry measurements
for laboratory and field observations are then
described.

Following the introduction to sediment trans-
port phenomena and terminology, the methods
of measurement: manual, optical and acoustic
are given detailed descriptions including calibra-
tion techniques for the latter two methods. Bed
load sediment measurements: pressure differ-
ence, sediment trapping and acoustic are next
described. Total load and the less common mea-
surement techniques, plus references complete
the subsection.
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15.1 Measurements in Cavitating Flows

Cavitation is normally defined as the formation of the
vapor phase in a liquid. The term cavitation (originally
coined by R. E. Froude) can imply anything from the
initial formation of bubbles (inception) to large-scale,
attached cavities (supercavitation). The formation of
individual bubbles and subsequent development of at-
tached cavities, bubble clouds, etc., is directly related

to reductions in pressure to some critical value, which
in turn is associated with dynamical effects, either in
a flowing liquid or in an acoustical field. Cavitation can
be distinguished from boiling in the sense that the for-
mer is induced by the lowering of the hydrodynamic
pressure, whereas the latter is induced by the raising of
the vapor pressure to some value in excess of the hy-
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960 Part C Specific Experimental Environments and Techniques

drodynamic pressure. The two phenomena are related.
Cavitation inception and boiling can be compared in
terms of the vapor-bubble dynamics of sub-cooled and
superheated liquids [15.1]. Quite often a clear distinction
between the two types of phenomena cannot be made.
This is especially true for cavitation in liquids other than
cold water.

Any device handling liquids is subject to cavitation.
Cavitation can affect the performance of turbomachin-
ery, resulting in a drop in head and efficiency of pumps
and decreased power output and the efficiency of hy-

Fig. 15.1 Example of cavitation damage on a spillway. The extent
of the damage is evident when compared with the workmen in the
figure. This damage occurred after only four hours of operation

Fig. 15.2 Example of vortex cavitation induced damage in a hydroturbine. Two types of cavitation are shown on the left, a
hub vortex, and a secondary vortex pattern that develops in the runner passages as illustrated by the arrow. These relative
small cavitating structures are responsible for the damage shown in the inset (Courtesy of A. Keller)

droturbines. The thrust of propulsion systems can be
cavitation-limited and the process can degrade the accu-
racy of fluid meters. Noise and vibration occur in many
applications. In addition to the deleterious effects of
reduced performance, noise and vibration, there is the
possibility of cavitation erosion. The extent of cavita-
tion erosion can range from a relatively minor amount
of pitting after years of service to catastrophic failure in
a relatively short period of time as shown in Figs. 15.1, 2.
Figure 15.1 illustrates the damage that can occur on
a spillway. This damage occurred after only four hours
of operation. The second example is cavitation damage
in a hydraulic turbine due to the formation of secondary
vortices in the outlet flow. Arndt et al. [15.2] have iden-
tified cavitation erosion in turbines as a very common
problem.

Although cavitation is normally considered to be an
undesirable effect or phenomenon, it sometimes serves
useful purposes. Cavitation applications include ultra-
sonic cleaning and the homogenization of milk. Various
chemical processes are enhanced by cavitation, such as
coagulation, formation of suspensions and degassing
of liquids. Cavitation can be used to increase heat
and mass transfer in liquids, to promote crystallization
and to enhance various sonochemical reactions such
as polymerization and polymer degradation. Biomedi-
cal applications include the removal of kidney stones
and automated drug delivery to patients. Important new
applications in the pollution control area are of inter-
est [15.3, 4].
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Hydraulics 15.1 Measurements in Cavitating Flows 961

Cavitation has been studied for many years. Leon-
hard Euler is credited with being the first person to
postulate the possibility of cavitation in his 1754 memoir
on the theory of hydraulic machines. Osborne Reynolds
(1894) carried out what was probably the first funda-
mental study of the problem by observing cavitation in
tubular constrictions. The introduction of propellers for
marine propulsion led to an almost immediate need for
cavitation research. The most significant early exam-
ple of applied research is probably that of Parsons in
1897 [15.5]. His approach to a cavitation problem sets
the stage for the techniques used in modern research.
The HMS Turbinia was designed by him to demonstrate
the application of the compound steam turbine in ma-
rine propulsion. The first trials were miserable failures.
Parsons examined this problem in a water tunnel with
a special stroboscope, both of his own design. He deter-
mined that the heavily loaded single screw on the vessel
was cavitating and was unable to produce the required
thrust. His solution was to replace the original propul-
sion system with three smaller turbines with the same
total horsepower driving nine propellers. A speed of
32.6 knots was finally achieved, amply demonstrating
the application of steam turbine technology in marine
propulsion. This brought fame and fortune to Parsons
and his colleagues.

Other noteworthy efforts include the work of
Barnaby and Thornycroft (1898), who were studying
problems that evolved during the trials of the HMS Dar-
ing. This early work led to the classic study of the
potency for damage due to bubble collapse by Lord
Rayleigh [15.6]. Minnaert [15.7] then set the stage
for understanding the acoustics of cavitation and gas-
filled bubbles. The foundations of our knowledge of
bubble dynamics and its interrelationship to cavitation
are found in several papers by Plesset and his cowork-
ers [15.1, 8, 9].

Because of the myriad of applications, cavitation
research has been an active discipline for more than
a century. The complex physics involved have dic-
tated the development of sophisticated experimental
techniques, innovative analytical methods and, more re-
cently, the development of powerful numerical schemes
for addressing the investigation of a broad variety of
phenomena. An enormous quantity of literature has
been written on the subject of cavitation. There are
several reviews of the topic, e.g., Eisenberg [15.10],
Wu [15.11], Acosta and Parkin [15.12], Plesset and
Posperetti [15.13], Arndt [15.14–16], Blake and Gib-
son [15.17], and Rood [15.18].

The state of the art is well summarized in the
textbook by Knapp et al. [15.19] and more recently
by Young [15.20], Brennen [15.21] and Franc and
Michel [15.22]. There are other texts in languages other
than English. Notable examples are the exhaustive trea-
tise by Anton [15.23] in Romanian and the text by
Isay [15.24] in German. Numerous symposia have been
devoted to the topic in the United States and elsewhere.

In spite of significant advances in computational
techniques, there is still a need for experimental
research. In fact, recent numerical studies have under-
scored the need for new experimental data, utilizing
advanced experimental techniques. Recently cavitation
research has been carried out utilizing an interactive nu-
merical/experimental approach. One of the aims of this
chapter is to illustrate how numerical and experimental
approaches are integrated in modern cavitation research.
Emphasis will be placed on the special instrumentation
requirements for cavitation research that are in addi-
tion to the instrumentation required in single-phase fluid
mechanics.
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Fig. 15.3 Cavitation inception on a hemispherical-nosed
body. The curve in the top panel is the pressure distribution
on the body (Courtesy of A. Keller)
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962 Part C Specific Experimental Environments and Techniques

15.1.1 Fundamentals

Occurrence of Cavitation
Examples of cavitation as viewed in the laboratory are
shown in Figs. 15.3, 4, 5, 6, 7. Limited cavitation in the
form of a ring of bubbles surrounding a hemispherical-
nosed body is shown in Fig. 15.3. Note that when
Fig. 15.3a,b are compared, cavitation appears to oc-
cur in a region that is downstream of the calculated
minimum-pressure point. The pressure distribution in
Fig. 15.3a was calculated using potential flow theory.
Actually cavitation is occurring at the trailing edge
of a laminar separation bubble that is not accounted
for in the inviscid theory. Figure 15.4 is an outtake
of high-speed video of an individual cavitation event
on a National Advisory Committee for Aeronautics
(NACA) 0015 hydrofoil. In this case inception begins
very close to the minimum-pressure point on the foil.
As the resulting vapor bubble moves downstream into
a region of higher pressure it continues to grow. Fi-
nally the growth is arrested and the bubble collapses
at about a length of 3/4 chord from the leading edge.
After the initial collapse, the bubble rebounds and col-
lapses again several times before the trailing edge is
reached. Figure 15.5 illustrates cavitation occurring
away from the surface of a body in a turbulent jet.
Figure 15.6 contains some information on propeller
cavitation. Figure 15.6a is an observation of cavita-
tion on a model propeller in the University of Tokyo
water tunnel. Note that cavitation occurs in the blade
tip vortices and in the hub vortex. Figure 15.6b is
a view, from a different perspective, of propeller cav-
itation made in one of the water tunnels at the Marine
Institute of the Netherlands (MARIN). Note that there
is a tip vortex and blade surface cavitation. The fact
that several different types of cavitation can occur si-
multaneously in practice makes the scaling of these
physical phenomena in the laboratory very challenging.
Figure 15.7 is an example of cavitation on a hydro-
foil and is presented to indicate several salient features
of the cavitation problem. More than one type of cav-
itation can occur simultaneously (sheet cavitation on
the surface of the blade, vortex cavitation at the tips).
It is also important to note that in many practical ap-
plications cavitation is a nonsteady phenomenon. In
a marine propeller for example, the degree of cavita-
tion varies with the angular position of each blade due
to the periodic passage of each propeller blade through
the ship’s wake. This induces periodic variations in
thrust and torque that in some cases can cause severe
vibration.

These examples illustrate the complexity of the cavi-
tation process. It is clear that cavitation occurs in regions
of low pressure. For example the calculation of mini-
mum pressure in Fig. 15.3a was made using potential
flow theory that ignores viscous effects. A shear layer
associated with the instability of the separated flow in
a separation bubble induces pressure fluctuations that are
responsible for the incipient cavitation. Classical poten-

Fig. 15.4 Bubble
growth visual-
ized with
high-speed
video. Flow is
from left to right.
Note that several
rebounds occur
after the initial
collapse at about
the 3/4 chord
position
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Hydraulics 15.1 Measurements in Cavitating Flows 963
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Fig. 15.5 Cavitating jet. Note the existence of a smoke-
ring-like structure close to the nozzle (m = 0) and a helical
structure (m = 1) further downstream [15.25]

tial flow theory argues that the minimum pressure in
a flow must occur at a boundary. This is clearly not the
case for the turbulent flow shown in Fig. 15.5, which
contains an example of jet cavitation. Careful inspec-
tion of the cavitation process in turbulent flows also
indicates that cavitation occurs in vortical structures.
The influence of vorticity on cavitation is also evident in
Fig. 15.5. However, careful inspection of sheet cavita-
tion as seen in Fig. 15.6 will also indicate the existence
of highly vortical structures at the trailing edge of sheet
cavitation. These photos only hint at the complexity of
the problem.

Cavitation Scaling
The fundamental parameter in describing the physics of
the process is the cavitation index, defined by

σ = (p0 − pc)
1
2ρU2

0

, (15.1)

where p0 and U0 are a characteristic pressure and ve-
locity, respectively, ρ is the density, and pc is a critical
pressure or cavity pressure depending on the applica-
tion. Often σ is defined by setting pc equal to the
vapor pressure, pv. Various hydrodynamics parame-
ters such as lift and drag coefficient, torque coefficient,
and efficiency, are assumed to be unique functions
of σ when there is geometric similitude between the
model and prototype. Generally speaking, these pa-
rameters are independent of σ above a certain critical
value of σ . This critical value is often referred to
as the incipient cavitation number. It should be em-
phasized that the point where there is a measurable
difference in performance is not the same value of
σ where cavitation can be first detected visually or
acoustically.

The rationale for σ as a scaling parameter is as fol-
lows. Cavitation is normally assumed to occur when

the minimum pressure in a flow is equal to the vapor
pressure. For steady flow over a streamlined body the
nondimensional minimum pressure coefficient is given
by

Cpm ≡ pm − p0
1
2ρU2

0

. (15.2)

When pm = pv, the incipient value of σ is given by

σi = −Cpm . (15.3)

We can think of σi as a performance boundary such that
for σ > σi there are no cavitation effects, while for σ <

σi cavitation effects such as performance degradation,
noise, and vibration occur.
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Fig. 15.6a–c Propeller cavitation. (a) Example of cavitation in the
tip and hub vortices of a propeller (courtesy of H. Kato) (b) Exam-
ple of tip vortex and surface cavitation on a propeller (courtesy of
G. Kuiper) (c) Measurement of the trailing vortex structure behind
a propeller using PIV (Courtesy of G. Felice)
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964 Part C Specific Experimental Environments and Techniques

Fig. 15.7 Cavitation on a NACA 662 −415 hydrofoil. The photograph on left is an oil film visualization made in a wind
tunnel. The photo on the right is an observation of cavitation on the same foil at the same angle of attack and Reynolds
number. Note the existence of both surface cavitation (emanating from a separation bubble at about 60% chord) and tip
vortex cavitation

Other definitions of the critical value of the cavitation
index exist. Cavitation desinence refers to the conditions
necessary to eliminate cavitation. This is denoted by the
desinent cavitation number σd, which in general is higher
than σi.

Inception Dynamics
The simple model of inception described by (15.3) is
inadequate [15.14, 15]. This is generally an oversimpli-
fication since cavitation inception is governed by the
single-phase flow characteristics (including turbulence)
and the critical pressure, pc. Hence a more general form
of the inception cavitation index is given by

σi = −C pm + K

√
p′2

1
2ρU2

− T
1
2ρU2

(15.4a)

where the second and third terms on the right-hand side
of (15.4a) incorporate the effects of unsteadiness and
bubble dynamics, respectively. The second term, which
is proportional to the intensity of pressure fluctuations,
is very important in free shear flows and boundary layers
adjacent to smooth and roughened walls [15.14,15,26].
For example, the value of Cpm in a turbulent jet is
roughly equal to zero whereas the second term has val-
ues ranging from about 0.2 to 1.0, corresponding to the
factor K being of order 10. The effects of turbulence are
found to scale well with a shear stress coefficient defined
as

Cf = τ0
1
2ρU2

boundary layers (15.4b)

or

Cf = u1u2
1
2ρU2

free-shear flows . (15.4c)

T is defined as the tensile strength of the liquid
(pv − pc), which can be an important factor in cavitation
testing. It is generally accepted that cavitation inception
occurs as a consequence of the rapid or explosive growth
of small bubbles or nuclei that have become unstable
due to a change in ambient pressure. These nuclei can
be either imbedded in the flow or find their origins in
small cracks or crevices at the bounding surfaces of the
flow.

By considering the static equilibrium of a spherical
bubble, the tension that a liquid can sustain before cav-
itating is found to depend on the size of nuclei in the
flow

T = 4S

3Rn

[
3

(
1+ p0 − pv

2S
Rn

)]− 1
2

(15.5a)

where S is the surface tension and p0 is the free-stream
pressure when the nucleus radius is Rn. Note that the
tensile strength of the liquid T should not be confused
with the surface tension S.

Equation (15.5a) implies that the critical pressure
for cavitation inception approaches the vapor pressure
when there is a sufficient supply of nuclei greater than
approximately 100 µm. When the number of sufficiently
large nuclei is small, the pressure required for cavitation
inception can be negative, i. e., the flow is locally in ten-
sion. Measured nuclei size distributions vary greatly in
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Hydraulics 15.1 Measurements in Cavitating Flows 965

various facilities. This leads to significant discrepancies
in the measured value of σi.

Techniques for the measurement of cavitation nuclei
have been developed over the past 30 years. A co-
herent review of nuclei measurement is given by
Billet [15.28]. Many investigators have considered the
details of how these nuclei exist. Rood [15.18] pro-
vides a review of these efforts. It is only recently
that reliable measurements are possible. Most meth-
ods of cavitation nuclei measurement are tedious and
require sophisticated equipment, as will be outlined
subsequently.

Most of the early progress in understanding the de-
tails of the inception process has been made through
consideration of the dynamic equilibrium of a spheri-
cal bubble containing vapor and non-condensable gas.
The Rayleigh–Plesset equation describes this equilib-
rium [15.13]:

RR̈ + 3

2
Ṙ2 = 1

ρ

[
pi − p∞(t)− 2S

R
−4µ

Ṙ

R

]
,

(15.5b)

where R is the time-dependent bubble radius, pi is
the pressure inside the bubble and p∞ is the exter-
nally applied pressure. However, as pointed out by
Rood, spherical bubbles passively convected by the
mean flow cannot adequately model real fluid ef-
fects on the inception process. Rood goes on to make
a very strong argument that inception physics is cru-
cially related to the interaction of bubble dynamics
and vortical structures. The problem is complicated by
non-spherical bubble deformation and complex modifi-
cation of the interacting vortical structures. In addition,
Joseph [15.29] has pointed out that the cavitation thresh-
old is related to the maximum tensile stress in the
liquid rather than the minimum thermodynamic pres-
sure in the flow. These issues are underscored by the
work of Gindroz and Billet [15.30] who were able to
demonstrate the effect of the size/number distribution of
nuclei on propeller cavitation. Particularly noteworthy
for this discussion is their findings that tip vortex cav-
itation is particularly sensitive to nuclei content (water
quality).

Influence of Dissolved Gas
Non-condensable gas in solution can also play a role in
vaporous cavitation, since the size and number of nuclei
in the flow are related to the concentration of dissolved
gas. Under certain circumstances, cavitation can also
occur when the lowest pressure in the flow is substan-

tially higher than the vapor pressure. In this case bubble
growth is due to diffusion of dissolved gas across the
bubble wall. This can occur when nuclei are subjected
to pressures below the saturation pressure for a rela-
tively long period of time. Holl [15.31] suggested that
gaseous cavitation could occur when the flow is locally
supersaturated. He suggested an equilibrium theory such
that

(pm − pv)c ≤ ps = βCg , (15.6)

where ps is the saturation pressure, β is Henry’s con-
stant and Cg is the concentration of dissolved gas.
Henry’s constant is a function of the type of gas in so-
lution and the water temperature. As a rule of thumb
β ≈ 6700 Pa/ppm for air, when concentration is ex-
pressed in a mole/mole basis. In other words, water is
saturated at one atmosphere when the concentration is
approximately 15 ppm. Thus, for gaseous cavitation an
upper limit on σi is given by

σi = −Cpm + βCg
1
2ρU2

0

. (15.7)

The experiments of Holl [15.31] indicate that both
gaseous and vaporous cavitation can occur in the same
experiment. This is an important consideration when ex-
amining the trends of experimental data such as shown
in Fig. 15.28. The two types of cavitation are different
physical processes and it is sometimes difficult to dis-
tinguish between them. Dissolved gas can also influence
the measured values of hydrodynamic loads in cavitating
flows [15.14, 15].
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Fig. 15.8 Variation in the lift coefficient of a hydrofoil
(after [15.27] with permission by Annual Reviews Inc.)
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Fig. 15.9 (a) Schematic of the relationship of performance break-
down and noise with various stages of cavitation (b) Variation of
lift, noise and spectral content of lift oscillations on a NACA 0015
hydrofoil (after [15.32])

Effects of Cavitation
Once cavitation occurs, a given flow field is signifi-
cantly modified because the lowest pressure in the flow
is typically limited to the vapor pressure. Thus

Cpm = −σ σ ≤ σi . (15.8)

Since the lift coefficient of a hydrofoil scales with
−Cpm , this parameter will decrease with decreasing
σ , as shown in Fig. 15.8. The torque coefficient for
a turbomachine has a similar trend.

Under some circumstances, inconsistencies are
found when analyzing data similar to that shown in
Fig. 15.8. This can sometimes be circumvented by mea-
suring the cavity pressure pc directly and defining the
cavitation number in terms of the cavity pressure pc:

σ ≡ p0 − pc
1
2ρU2

0

. (15.9)

The effect of cavitation on lift is directly related to
the observed degradation of performance of turboma-
chinery due to cavitation. This is illustrated in Fig. 15.9.
This figure is a composite of turbine model tests (cour-
tesy of Voith Company) and acoustic data from Deeprose
et al. [15.33]. The turbine head defines the cavitation
number in this figure:

σT ≡ Hsv

H
, (15.10)

where Hsv is the net positive suction head [15.34] and
H is the total head under which a given machine is
operating. σT and σ are qualitatively equivalent. The
accompanying photos in the figure clearly illustrate that
cavitation occurs at much higher values of σT than at
the point of performance degradation (as indicated by
a reduction in efficiency). This illustrates that σT and σ

are qualitatively equivalent.
Cavitation can also influence vortex dynamics in

subtle ways. For example, Young and Holl [15.35]
and Belahadji and Michel [15.36] found that cav-
itation strongly influenced the frequency of vortex
shedding behind wedges. Because cavitation modi-
fies the forcing frequency due to flow over a body,
there is a possibility of unexpected hydroelastic
vibration if a closer match between forcing fre-
quency and a structural mode of vibration occurs.
An even subtler feature is the production of vortic-
ity at the trailing edge of attached cavitation [15.37,
38].

Cavitation is also basically a nonsteady phe-
nomenon. For example, steady flow over a hydrofoil at
a value of σ below σi results in a highly dynamic form
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Hydraulics 15.1 Measurements in Cavitating Flows 967

of sheet cavitation [15.32, 39]. Figure 15.9a illustrates
how the dynamics of lift oscillations can change dramat-
ically with σ . Using a simple reentrant jet model, Arndt
et al. [15.40] were able to show that for cavity lengths
l less than about 75% of a chord length, an estimate of
the frequency of oscillation is given by

fl

U
= 1

4

√
1+σ , (15.11)

where σ is defined by the pressure in the cavity
(which may not be equal to the vapor pressure [15.14]).
Kawanami et al. [15.41] have reviewed cavity oscillation
data from several sources, including their own measure-
ments. Equation (15.11) fits their published data very
well. Stinebring [15.42] found a similar result for sheet
cavitation on a zero caliber ogive. For more developed
cavitation, the problem is more complex.

15.1.2 Types of Cavitating Flows

Shear Flows
Turbulent shear flows typically consist of vortical struc-
tures that are randomly distributed in space and time.
Coherent structures in the flow can play an impor-
tant role in the cavitation process. For example, Daily
and Johnson [15.43] showed that cavitation occurred in
a turbulent boundary layer when the wall pressure was
greater than the vapor pressure. Cavitation nuclei are
entrained into the middle of the boundary layer by large-
scale vortical structures where cavitation was observed
to occur. Arndt and Ippen [15.44] were able to mea-
sure the inception pressure in the cores of these vortical
structures by observing the rate of bubble growth during
inception with the aid of high-speed cinema photogra-
phy. The observed growth rate was related to inception
pressure utilizing the Rayeigh–Plesset equation. Instan-
taneous pressure drops of the order of ten times the
root-mean-square (RMS) wall pressure were found. Fur-
ther details can be found in Arndt and George [15.45]
and Arndt [15.15].

Figure 15.5 contains an example of cavitation occur-
ring in a turbulent jet. Two cylindrical modes of coherent
structure (described by cos mθ) in the flow are evidenced
by cavitation. A smoke-ring-like instability (m = 0) is
evident close to nozzle, whereas further downstream
a helical mode (m = 1) is evident. The calculations of
Michalke [15.46] indicate that the growth rate of both
modes is about equal. Apparently the helical mode dom-
inates downstream. The axial wavelength of this mode
is calculated to be about 1.6 D where D is jet diam-
eter, which fits very well with the observations. The

tendency for coherent structures to form in turbulent
jets was explored by Chahine and Johnson [15.47]. In
developing a patented underwater cleaning device, they
found that an underwater jet could be induced to self-
resonate at a Strouhal number of about 0.3 [15.48]. They
showed that the energy content at this natural frequency
could be dramatically amplified by creating a feedback
mechanism with a resonant chamber. In this manner, the
cavitation inception number can be increased by factors
greater than two. The jet shear layer organizes into ring
vortices that cavitate to form a toroidal cloud of bubbles
that is highly erosive. The enhanced cavitation in these
structured jets have important applications in deep hole
drilling, cleaning, cutting and underwater sound gener-
ation. An interesting biological application is used by
the snapping shrimp that relies on cavitation induced by
a high-speed jet to stun his prey [15.49].

Although coherent structures in turbulent jets are
important in the cavitation process [15.50], the appar-
ent mechanisms are complex. The inception process
appears to occur in micro-vortices that are the debris
from the pairing process [15.51–53]. Apparently very
high negative peaks in pressure are associated with the
pairing process. This issue is more complex than previ-
ously thought. Gopalan et al. [15.54] found significant
differences in the inception mechanism for naturally oc-
curring jets and jets whose nozzle boundary had been
tripped. Their experiments revealed that inception in
a naturally occurring jet occurred in secondary, axially
oriented vortices in the form of inclined cylindrical bub-
bles at axial distances (x/D) of 0.55 with cavitation
indices of 2.5. The measured alignment of the cylindrical
bubbles was equal to the direction of the measured prin-
cipal strain. Upon tripping the nozzle boundary layer,
inception was observed to occur at x/D ≈ 2 as dis-
torted spherical bubbles within the primary ring-like
structures with an inception index of 1.7. These results
indicate that cavitation inception can occur both in the
form of distorted spherical bubbles in the primary vor-
tical structures and within secondary axial vortices in
the form of cylindrical bubbles. Tripping the bound-
ary layer of the jet apparently suppresses the secondary
vortex cavitation.

By observing the growth of injected bubbles [15.55],
Ran and Katz [15.50] found that measured negative
peaks in pressure are more than a factor of 10 higher
than the RMS pressure, similar to the results of Arndt
and Ippen [15.44] for a turbulent boundary layer. They
also noted that the nuclei distribution in a jet was sig-
nificantly different from uniform. Nuclei are entrained
into low-pressure regions in the flow, enhancing the
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probability for cavitation. Similar ideas have been pro-
mulgated in the past (e.g., [15.56]), but this study is the
first quantitative analysis of this factor.

Attached Cavitation
Various types of cavitation on surfaces can be found in
practice, including bubble cavitation, sheet cavitation,
cloud cavitation, and various forms of vortex cavita-
tion, depending upon how the low-pressure regions are
generated. In spite of considerable research, there are
still many features of the problem that have not been
properly explored. For example, inception studies are
based on fully wetted flow properties, i. e., pressure
distribution, turbulence level etc., in the absence of cav-
itation. Also, classical models of developed cavitation
consider only cavitation number as the primary vari-
able. What has not been given adequate attention is
a class of partially cavitating flows in which there is
an interaction between fluid turbulence and cavitation.
For example, vortex generation at the trailing edge of
sheet cavitation is a manifestation of the cavitation it-
self [15.37, 38]. Cavitating microstructures are created
that are highly energetic and are responsible for signif-
icant levels of noise and erosion. This is an important
finding since turbulence is normally attributed to be-
ing a factor in the inception process, but cavitation as
a mechanism for turbulence generation has been given
scant attention.

The details concerning the transition of sheet cavita-
tion to cloud cavitation are still not understood and are
beyond the scope of this review [15.38,57,58]. It is well
known that the modeling of even partial, time-averaged
cavities is not simple, due to the inverse character of
the flow representation in the vicinity of the cavity and
its wake. In addition, partial cavity models cannot ex-
plain the breakup of sheet cavitation at the trailing edge
into detached cavitation clouds. The process is inher-
ently unsteady even for steady free-stream conditions.
Within a certain envelope of cavitation number, σ , and
angle of attack, α, of a lifting surface, the process is
also periodic [15.32]. This creates a modulation of the
trailing cloud cavitation that is highly erosive and very
noisy [15.59]. A typical view of sheet/cloud cavitation
on a NACA 0015 hydrofoil is shown in Fig. 15.10a.
Figure 15.10b contains a pictorial display of the vari-
ous types of cavitating flow that were observed on this
hydrofoil at various combinations of angle of attack α

and cavitation number σ . Several different cavitating
regimes occur depending on the combination of σ and
α. The demarcation between inception and −Cpm (com-
puted) varies such that σi is always less than −Cpm , as
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Fig. 15.10 Sheet/cloud cavitation. The figure on the right
depicts the various types of dynamics that can occur over a
range of σ and α. Note the lateral extent of the wake

expected. This illustrates that there are some effects of
water tensile strength in these data. The solid black lines
denote the results of visual inspection. It was noted that
sheet cavitation could be subdivided into two regions
such that at higher angles of attack (α ≥ 5◦) the flow had
a wider dynamic range. At low angle of attack, roughly
less than 4◦, only bubble cavitation occurred. A sample
of bubble cavitation is shown in Fig. 15.4. At interme-
diate angles of attack and relatively high values of σ ,
cavitation inception is in the form of patchy cavitation.

Further lowering of the cavitation number results
in sheet cavitation that is dominated by relatively low-
frequency oscillations, fc/U ≤ 0.3. At higher angles of
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attack, α ≥ 5◦, a more-complex sequence of events oc-
curs. The flow is still dominated by sheet cavitation.
However, the characteristic frequencies of oscillation
increase with increasing σ , as will be shown in subse-
quent plots. Sheet cavitation with large scale break-off
of cavitation clouds is also observed.

Cavitation-induced lift oscillations have spectral
characteristics that vary considerably over a range of
1.0 ≤ σ/2α ≤ 8.5, where α is the angle of attack, as
shown in Fig. 15.11. The process was found to be highly
dynamic. The amplitude of the fluctuations can ex-
ceed 100% of the steady-state lift and are associated
with the periodic shedding of vortical clouds of bub-
bles into the flow. Three types of oscillatory behavior
are noted [15.39]:

1. 1.0 ≤ σ/2α ≤ 4.0: a strong spectral peak exists at
a Strouhal number, fc/U = K , that is independent
of cavitation number.

2. 4.0 ≤ σ/2α ≤ 6.0: a higher-frequency, albeit
weaker, spectral peak dominates. The frequency of
this peak is almost a linear function of the cavita-
tion number and corresponds to a constant Strouhal
number, based on cavity length, of about 0.3.

3. 6.0 ≤ σ/2α ≤ 8.5: bubble/patch cavitation can oc-
cur. This induces a distinct, very low-frequency
spectral peak.

Frequency data collected from high-speed video of
the flow are also shown in Fig. 15.11. These data agree

�
�

����

��$�����&
��$�
��&
��$����&

	���

�

����

�

�

	




�
��0����� ��� 	���

���

���

�

� � 	 � 
 0

���$�����&
���$����&

Fig. 15.11 Frequency of oscillation determined at Obernach with high-speed video (left) and with lift measurements (right)
(after [15.39])

very well with the lift data. Note that at approximately
σ/2α ≈ 4 there is a sharp transition from one type of
frequency trend to the other. The transition that occurs
at σ/2α = 4 corresponds to a relative cavity length l/c
of about 0.75, as predicted by the linearized analysis
of Watanabe et al. [15.60]. Utilizing joint frequency–
time analysis (JFTA), Arndt et al. [15.39] found that
two mechanisms are at play and that they do not occur
simultaneously.

The constant K is found to vary in the range
0.06–0.30. This raises an important issue concerning
cavitation testing. The variation in the volume of cav-
itation gives rise to compliance in the test section of
a water tunnel or other type of test loop (discussed
subsequently). Thus the dynamic response of the test
facility may play a role [15.61]. This issue is further de-
scribed in Franc [15.62]. A series of photos showing
how cavitation varies over a range of σ/2α is shown in
Fig. 15.12.

Of interest to this discussion is the formation of
highly vortical structures at the trailing edge of the sheet.
Horseshoe vortices are clearly evident in the photos in
Fig. 15.12. This phenomenon is well known. Avellan
et al. [15.63] and Yamaguchi et al. [15.64] postulated
the existence of these structures on the basis of flow
instabilities that develop and become unstable on the
surface of the sheet [15.65]. More-recent information in-
dicates that baroclinic vortex generation is the primary
factor [15.38].
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Fig. 15.13 Sequence of photos illustrating the transition from shear flow cavitation in the wake of a sharp-edged disk to fully
developed supercavitation. Flow is from right to left (after [15.66])

Fig. 15.12 Variation of sheet cloud cavitation with σ/2α,
Re = 1.2 × 106

Developed Cavitation
When a vapor- or gas-filled cavity is very long in
comparison to the body dimensions, it is classified
as a supercavity. Generally speaking, the shape and
dimensions of vapor-filled and ventilated cavities (sus-
tained by air injection) are the same when correlated
with the cavitation number based on cavity pres-
sure. The engineering importance of supercavitation
relates especially to the design of very high-speed
hydrofoil vessels as well as to the design of super-
cavitating propellers for very high-speed watercraft
and supercavitating inducers for rocket pumps and
other applications that require the pumping of highly
volatile liquids. An example of supercavitation behind
a sharp-edged disk is shown in Fig. 15.13. A detailed
discussion of supercavitation can be found in Knapp
et al. [15.19].

Ventilated cavities require a certain quantity of
ventilation gas in order to be maintained. The issues in-
volved are complex. This has been discussed recently by
Schauer [15.67] and Wosnik et al. [15.68]. Figure 15.14
illustrates the relationship between air demand, cavita-
tion number and cavity dimensions.

15.1.3 Cavitation Damage

The physics of cavitation damage is a complex problem.
At the heart of the problem is the impulsive pressures
created by collapsing bubbles [15.6]. Recent numerical
techniques permit detailed examination of the collapse
of individual bubbles [15.17, 69]. This work has been
complemented by a wide variety of experimental stud-
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ies [15.70–72]. All of these studies indicate that the final
stages of collapse result in the formation of a micro-
jet that can be highly erosive (Fig. 15.15). The collapse
pressure is estimated to be greater than 1500 atmo-
spheres.

Very little is known about the correlation between
cavitation damage and the properties of a given flow
field. However, it is important to bear in mind that cav-
itation erosion will scale with a high power of velocity
at a given cavitation number and that cavitation ero-
sion does not necessarily increase with a decrease in the
cavitation index [15.73]. It has also been observed that
the cavitation pitting rate is measurably reduced with
an increased concentration of gas [15.73]. An impor-
tant factor is that the pitting rate scales with a very high
power of velocity (typically in the neighborhood of six).
Since the velocity in turbomachinery passages is pro-
portional to the square root of the head, this also implies
that the magnitude of the erosion problem is more severe
in high-head machinery.

Thiruvengadam [15.74] has analyzed a great deal
of erosion data and has concluded that, for engineer-
ing purposes, the erosive intensity of a given flow field
can be quantified in terms of depth of penetration per
unit time ẏ and the strength Se of the material being
eroded,

I = ẏSe . (15.12)

The intensity I is a function of a given flow field.
Many different forms of Se have been tried. The most
used value appears to be ultimate strength, which is
basically a weighted value of the area under a stress-
strain curve [15.75]. Although various materials have
different rates of weight loss when subjected to the
same cavitating flow, a normalized erosion rate ver-
sus time characteristic is often similar for a wide
range of materials. Hence, a simplified theory allows
for a rapid determination of I for a given flow by
measuring ẏ for a soft material in the laboratory. Ser-
vice life for a harder material can then be predicted
from the ratio of the strengths of the hard and soft
materials.

Although the basic physics of the damage process
in turbomachinery is complex, the essential features can
be simulated by experiments with partially cavitating
hydrofoils in a water tunnel [15.63,76–80]. These stud-
ies indicate that maximum erosion occurs at the trailing
edge of a cavity. The cavitation cloud at the trailing
edge contains complex vortical structures that are highly
erosive.
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Fig. 15.14 Air entrainment coefficient Q/Ud2 versus cavitation
number for a ventilated cavity (after [15.67])

Partial Cavitation
and its Relation to Erosion

In practical problems, the collective collapse of a cloud
of bubbles is an important mechanism. Hansson and
Mørch [15.81] suggested an energy-transfer model of
concerted collapse of clusters of cavities. Because of
mathematical difficulties this problem has not been
studied in detail until recently [15.82, 83]. Earlier
work [15.84] had already indicated the damage potential
of a collapsing cloud of bubbles. Recent work supports
this contention [15.85]. Very little is known about the
correlation between cavitation damage and the prop-
erties of a given flow field. However, it is important
to bear in mind that cavitation erosion will scale with

Fig. 15.15 Asymmetric bubble collapse near a surface (note
the jet located in the bubble center). The bubble is approx-
imately 0.2 cm in diameter
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a high power of velocity at a given cavitation number
and that cavitation erosion does not necessarily increase
with a decrease in the cavitation index [15.73]. It has also
been observed that the cavitation pitting rate is measur-
ably reduced with a break-up of sheet cavitation at the
trailing edge into detached cavitation clouds. The pro-
cess is inherently unsteady, even for steady free-stream
conditions. This creates a modulation of the trailing
cloud cavitation that is highly erosive [15.40, 77, 78].
These details cannot be modeled with current numerical
codes.

Fig. 15.16 Model of the US Navy large cavitation chan-
nel. This facility is approximately 10 storeys high and has
a test section that is 3 m × 3 m × 16 m. The maximum flow
velocity is approximately 16 m/s. The recirculating pump
is powered by a 14 000 hp motor
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Fig. 15.17 The SAFL high-speed water tunnel at the University of
Minnesota. The test section is 0.19 m × 0.19 m × 1 m. The maximum
flow velocity is 30 m/s

15.1.4 Facilities

Most cavitation observations and measurements are
made in the laboratory. The exception to this is the re-
cent development of cavitation monitoring techniques
for hydroturbines [15.86]. Typical laboratory facilities
include

1. Water tunnels;
2. Depressurized flumes;
3. Depressurized towing tanks;
4. Pump and turbine test loops;
5. Cavitation erosion test apparatus.

Water Tunnels
Water tunnels have been used for a wide variety of cav-
itation testing and research for about a century. The first
known use of a water tunnel for cavitation research is
due to Parsons in 1895 [15.20]. Since that time these
facilities have grown in size and complexity. As of this
writing (2004), the largest facility of its kind is the US
Navy large cavitation channel [15.87,88]. A view of this
facility is shown in Fig. 15.16. Much smaller facilities
are more common in research laboratories, especially
at universities. Examples of some smaller facilities are
shown in Figs. 15.17, 18.

Important features necessary for cavitation tests
include accurate, stable, independent control of pres-
sure and velocity, measurement equipment for velocity,
pressure, temperature, dissolved gas content and nu-
clei content and control, and photographic and video
equipment. Because of the unsteady nature of cavita-
tion and the extremely rapid physical processes that
occur during bubble collapse and erosion, many labora-
tories are equipped with highly specialized high-speed
video and photographic cameras that are capable of very
high frame rates. Unsteady lift and drag measurements
necessitate specially designed force balances [15.39].
A typical test section set up is shown in Fig. 15.19.
Figure 15.20 illustrates the special monitoring equip-
ment that is necessary for cavitation research.

Depressurized Flumes
and Towing Tanks

A variety of facilities have been developed for studying
cavitation phenomena in free surface flows. These in-
clude water tunnels with a variable pressure free surface
test section, variable pressure towing tanks, and special-
ized variable pressure tanks for hydraulic model tests. It
is important to note that cavitation testing in free surface
flows can be especially demanding in terms of pressure
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control. Simultaneous modeling of cavitation number
and Froude number requires scaling of the free surface
pressure:

(p0 − pv)m

(p0 − pv)p
= lm

lp
. (15.13)

In other words tests with a 1/25 model would have
to be carried out at approximately (1/25)-th of an atmo-
sphere.

The Vacutank at the Marin Institute, Netherlands
(formerly NSMB) is a unique facility that was specially
designed for ship propeller research using large ship
models with simultaneous identity of Froude number
and cavitation number. It differs from a standard towing
tank because of its capability to maintain the pressure
above the free surface in the range 40–1000 millibars.
Broadly speaking the pressure must be reduced in
proportion to the model scale; 40 millibars is the ap-
proximate pressure necessary for testing with a 1:30
model. The basin is 240 m in length, 18 m wide, and
8 m deep. A sketch of the facility is shown in Fig. 15.21.
Ship models as large as 13 m in length can be studied in
this facility, which has been recently upgraded (2003).

Pump and Turbine Test Loops
Pump and turbine test loops are similar in concept
to water tunnels. Model testing is an important ele-
ment in the design and development phases of turbine
manufacture. Manufacturers own most of the laborato-
ries that are equipped with model turbine test stands.
However, there are independent laboratories available
where relative performance evaluations between com-
peting manufacturers can be carried out. An example is
shown in Fig. 15.22, which is the Independent Turbine
Test Facility at the Saint Anthony Falls Laboratory.

All test loops perform basically the same function.
A model turbine is driven by high-pressure water from
a head tank and discharges into a tail tank. The flow
is recirculated by a pump, usually positioned well be-
low the elevation of the model to ensure cavitation-free
performance of the pump while performing cavitation
testing with the turbine model. One important advan-
tage of a recirculating turbine test loop is that cavitation
testing can be done over a wide range of cavitation in-
dices at constant head and flow, which is difficult, if not
impossible, to accomplish in the field.

Cavitation Erosion Test Facilities
In many cases the service life of equipment and hy-
draulic structures subject to cavitation erosion can range
from months to years. Because of the relatively lengthy
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Fig. 15.18 The 30 cm-square water tunnel at the Versuchsanstalt
für Wasserbau (VAO) in Obernach, Germany. The maximum flow
velocity is about 16 m/s
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Fig. 15.19 Typical instrumentation setup for investigation of hydro-
foil cavitation in the SAFL water tunnel

periods required to observe measurable erosion in the
field, many different techniques have been developed in
the laboratory to achieve significant time compression.
The time compression factor achieved in accelerated
erosion tests is as high as 105 [15.89]. Many of the
devices used have little relationship to actual field con-
ditions. For this reason they have typically been used for
screening tests of different types of materials. Recent
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research is aimed at relating screening tests to predic-
tions of service life in various applications [15.40]. The
most commonly used device is the American Society
for Testing and Materials (ASTM) vibratory apparatus.
An oscillating horn produces a periodic pressure field
that induces the periodic growth and collapse of a cloud
of cavitation bubbles. A sample placed at the tip of the
horn or immediately below it is easily eroded. The stan-
dard frequency of operation is 20 KHz, which produces
a very high erosion rate due to the rapid recycling of the
cavitation process.

As already mentioned new methods are being devel-
oped for measuring the erosion rate in the field. Usually
the erosion rate is inferred from the measurement of
noise or vibration. Measuring the impact pressure of the
microscopic pressure jets caused by bubble collapse is
a difficult task. Since the impact area is on the order
of µm2 and the duration of the impact is on the or-
der of µs, advanced methods are needed to measure
the impact. Arndt et al. [15.59] used a piezoelectric
polymer, polyvinylidene fluoride (PVDF) to measure
pressure impulses on a cavitating hydrofoil. Soyama and
Kumano [15.90] used PVDF film to measure the impact
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Fig. 15.20 Instrumentation for monitoring water quality at the water tunnel in Obernach, Germany

energy of bubble collapse in a cavitating jet facility and
estimated the threshold at which erosion will occur.

Quantifying cavitation erosion is a nontrivial en-
deavor as well. Perhaps the most commonly investigated
parameters are pitting rate and mean depth of erosion
penetration rate (MDPR), which is the number of pits
caused by cavitation per unit time and the mean depth
of erosion per unit time respectively. Determining the
number of pits and average depth requires a micro-
scope and well-positioned lighting since pit diameters
are generally in the range 10–150 µm range (soft
aluminum [15.19, 91]). In addition, other parameters
include volume loss rate, maximum penetration depth,
incubation period, and time until maximum damage rate.
The last two give an indication of time before erosion
actually occurs. In some cases, cavitation initially acts
to harden the material, similar to shot peening. For this
reason, an incubation period is often of interest, where
the material is actually hardened. In addition to measur-
ing cavitation erosion, the cavitating jet method is being
investigated as a method of surface hardening materials.

As mentioned, it is necessary in an experimental in-
vestigation to compress the erosion time to a point where
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Fig. 15.21 Depressurized towing tank at MARIN

meaningful information can be acquired in a reasonable
amount of time. While significantly increasing the ero-
sion rate on a given material, these methods provide
only a qualitative comparison of erosion rates, rather
than a means for estimating erosion rate. The five most
common methods are discussed: the vibratory method,
the rotating disk method, the Venturi method, cavitating
jets, and the liquid impingement method.

Venturi Method
The Venturi method has the least amount of time
compression, but also most closely resembles flow con-
ditions in practical applications. While a standard device
does not exist, most Venturi erosion systems are a varia-
tion of the same principle. A test body is placed slightly

downstream of the throat of a Venturi nozzle or in the
test section of a high-speed water tunnel. The test body
can either be a portion of the test section wall, or lo-
cated in the center of the flow. The constriction of the
throat can produce liquid velocities upwards of 100 m/s,
causing rapid erosion.

Numerous researchers [15.73,92,93] have found that
pitting rate scales with velocity to the ∼6th power, de-
spite significant variation in test section geometries. As
a result, maintaining the same velocity from actual con-
ditions to test specimen should result in identical erosion
rates. Furthermore, a 25% increase in velocity will in-
crease the pitting rate by nearly a factor of four. This
trend will not increase indefinitely, however. Belahadji
et al. [15.93] argue that the power should tend towards
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Fig. 15.22 Turbine test stand at the Saint Anthony Falls
Laboratory (after [15.75])

unity as velocity increases and showed that the scaling
does indeed break down at higher velocities.

In practice, a direct correlation between Venturi tests
and actual applications is not always possible. These
facilities are very expensive to build and operate. In ad-
dition, despite the power relation, the flow velocities
necessary to perform tests that are analogous to the sit-
uation in the field in a reasonable amount of time are
often still too high.
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Fig. 15.23 ASTM G-32 standard vibratory apparatus

Vibratory Method
As mentioned previously, the vibratory method is per-
haps the most common method used to carry out erosion
studies. The vibratory method utilizes a rapidly oscillat-
ing disk to generate cavitation. The oscillation can be
induced by amplified high-frequency sounds waves or
a magnetostriction device. In either case, a specimen is
made to oscillate at a frequency on the order of 10 kHz
with an amplitude less than 100 µm in the desired liquid,
creating cavitation and rapid erosion. The surface be-
ing examined can either be the oscillating disk (moving
specimen), or a sample placed directly below the oscil-
lating disk (stationary specimen). This method provides
a low-cost alternative to the Venturi method. In addition,
cavitation in various liquids for various materials can be
studied with relative ease, since the specimens are natu-
rally small and easy to manufacture, and the volume of li-
quid needed is much smaller. This method has been used
to study cavitation in mercury and high-temperature
liquid metals, a capability unique to this method.

The vibratory method is capable of compressing
the erosion time anywhere from 300 to 700 times for
steel [15.89]. Unfortunately, a correlation of erosion
time between the vibratory method and field conditions
does not exist. As a result, the method only allows for
qualitative comparison. An extensive discussion on the
vibratory method along with results for numerous metals
is given by Knapp et al. [15.19].

Rotating Disk Method
The rotating disk employs a perforated, thin, rapidly
rotating disk submerged in a fluid to create cavitation.
Small holes are made in desired positions on the disk
and inserts are placed either flush to the disk at the
same radius or protruding perpendicular to the disk face.
Under high rotationally speeds, cavitation bubbles are
created by the holes and collapse on the inserts. The
collapse of the cavitation bubbles results in erosion. The
advantage of the rotating device is that it more closely
mimics the flow patterns seen in rotating machinery,
such as pump impellers, hydroturbines, and the like.
The disadvantages, however, include a more complex
flow field than the other methods.

Cavitating Jet Method
The cavitating jet method causes erosion by introduc-
ing a high-pressure jet into a low-pressure stagnation
chamber where a specimen is placed at some dis-
tance from the nozzle. Vortex cavitation forms in the
high-shear regions on either side of the jet core. As
the jet propagates downstream and expands, periodic
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cloud cavities are observed [15.94]. The cavitating jet
has some advantages over other methods. With relative
ease, the upstream and downstream pressures of the jet
can be varied to simulate a wide variety of cavitating
conditions.

Impinging Jet Method
While the cause of erosion in the impinging jet method
is not cavitation, the method is worthy of note. A liquid
jet is made to impact the surface of a rotating wheel.
Similar to the rotating disk, inserts are placed in the disk
such that it crosses the path of the liquid jet(s). The disk
is made to rotate very rapidly and the impact between
the test specimen and a liquid jet of moderate veloc-
ity causes erosion similar to cavitation. This situation
closely resembles erosion that occurs in Pelton-wheel-
type hydroturbines. This method is capable of the most
rapid erosion rates and can compress erosion time by as
much as 9400 times [15.89].

Table 15.1 gives a comparison of the five methods
as taken from results of the international cavitation ero-
sion test (ICET). It is clear that the liquid jet method
yields the highest erosion rates, followed by the rotat-
ing disk method. The vibratory and tunnel methods have

Table 15.1 Maximum erosion rates for various methods and various test metals (a: vibration amplitude, s: standoff
distance) [Taken from the ICET results (http://www.imp.gda.pl/icet)]. ARMCO: American Rolling Mill Company

MDPRmax (µm/min)

Parameters Cr–Ni steel C steel ARMCO Fe Brass Al alloy

Cavitation tunnel P1 = 1030 kPa, u = 30 m/s 0.05 0.06 0.15 0.25 2.35

P1 = 103 kPa, u = 14 m/s 0.15 0.32 0.33 0.74 2.01

Vibratory rig (stationary) a = 0.05 mm s = 0.35 mm 0.19 0.17 0.56 0.56 6.90

F = 20 kHz (moving) a = 0.040 mm 0.45 0.39 1.83 1.42 6.10

Rotating disk P = 255 kPa, u = 42.5 m/s > 0.44 > 0.43 0.77 3.10 18.20

Cavitating jet P1 = 19 MPa P2 = 0.1 MPa, s = 18 mm 0.03 0.14 0.09 0.17 1.38

Liquid jet Jet vel.=6.75 m/s, sp. vel.=80 m/s 1.32 > 2.60 > 2.60 11.10 33.75

Table 15.2 Compression times of MDPR for aluminum and steel (From [15.89])

Experimental set up MDPR (µm/h) Compression time

Method Parameters Al St. G-X5 Al St. G-X5

Venturi 60 m/s 4.35 0.0134 1.0 1.0

80 m/s 24 0.072 5.5 5.4

110 m/s 160 0.49 37 37

Magnetostriction Stationary specimen (s = 1.2 mm) – 2.51 – 187

oscillator Moving specimen (a = 0.010 mm) 537 4.24 123 316

F = 20 Hz Moving specimen (0.015 mm) 847 6.77 195 505

Moving specimen (0.025 mm) 1528 11.3 351 843

Jet cavitation P1 = 250 bar, P2 = 1.3 bar, s = 21 mm 1166 9.9 268 739

Drop impingement jet vel. = 410 m/s d = 1.2 mm 50 400 1260 11 586 94 030
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Fig. 15.24 Rotating disk device used by KSB, 1 – rotating disk,
2 – cavitation generating holes, 3 – cavitating wake, 4 – sta-
tionary specimen (KSB Aktiengesellschaft, Frankental, Germany,
http://www.imp.gda.pl/icet/KSB/KSB_rd.html)

similar erosion rates for most metals, and the cavitating
jet has the lowest erosion rate. It should be noted that
erosion rates are highly dependent on flow conditions
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Fig. 15.25 ASTM G-134 standard cavitating jet apparatus, 1 – noz-
zle, 2 – specimen, 3 – specimen holder, 4 – micrometer head.
(KSB, Frankental, Germany, http://www.imp.gda.pl/icet/KSB/
KSB_rd.html)
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Fig. 15.26 Impinging jet device used by SIGMA, 1 –
tank with controlled water level, 2 – test chamber.
(SIGMA Research Institute Olomouc, Czechoslovakia,
http://www.imp.gda.pl/icet/SIGMA/Sigma_li.html)

and it is difficult to generate analogous conditions be-
tween methods. Due in part to a lack of standards and

difficulties in determining and correlating actual field
conditions to test conditions, it has been argued that
erosion tests should be performed on the actual field
models [15.95].

Table 15.2 gives the erosion rates and compression
time for various methods taken from Durrer [15.89].
Similar trends are noted in Table 15.1, except the
compression time is significantly larger than seen in Ta-
ble 15.2. It should also be noted that, while in both cases
aluminum experiences the most severe erosion rates,
the compression time between methods is the small-
est. This further complicates attempts to scale erosion
tests to the full-scale model where, in addition to the flow
conditions, the difference in material plays a crucial role.

In general, however, the erosion rate decreases with
increasing material strength. Various researches have
investigated various scaling relations. Syamala Rao
et al. [15.96] studied various methods and attempted
to scale volume loss rate using different material prop-
erties. They found that results scaled best when scaling
volume loss rate with the product of ultimate resilience
and Brinell hardness. Figure 15.27 contains a plot of
relative erosion rate using the concept developed by
Thiruvengadam [15.74]. In this plot the erosive intensity
expressed in terms of depth of penetration per unit time
ẏ is plotted versus time. Both the abscissa and the or-
dinate are normalized with respect to ẏmax and the time
at which it occurs tmax. In this way a variety of differ-
ent materials are shown to have the same relative time
history of erosion. Thiruvengadam argues that erosion
tests with a relatively soft material can be scaled up to
prototype conditions with a harder material.

The relative erosion concept suggests another
method for investigating erosion on a model or full scale
is using soft metal inserts. If the proper scaling rates
between metals can be determined, then softer metal
inserted in cavitating equipment can be used to inves-
tigate erosion. This method requires drilling a hole in
the model at the location of interest. Metal inserts are
placed flush with the model surface, and cavitation tests
are performed. Soft metal inserts placed in various loca-
tions on a turbine blade, for instance, give an indication
of the relative erosion rate at a given location. With this
knowledge, problematic areas can be treated to extend
the life of the blade.

One of the simplest methods for erosion tests on
full-scale equipment or scaled models can be done with
a paint coating. Researchers found that a mixture of
black stencil ink and thinner is capable of indicating
areas where significant erosion will occur on a ship pro-
peller in less than an hour. The international towing tank
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conference (ITTC) committee proposed technique us-
ing a soft surface made of stencil ink and ethyl alcohol
for cavitation erosion tests. Kadoi and Sasajima [15.97]
followed this procedure with some modifications to
investigate erosion damage at different velocities on
a model ship propeller. Recent tests at SAFL indicate
that Dykem Steel Blue layout fluid also works well for
qualitative visualization of cavitation erosion. Surface
preparation, paint concentration, application method
(brush versus spray) and drying time critically affect
the paint erosion result, and need to be determined on
a case-by-case basis.

While much knowledge has been gained concerning
the cause and behavior of erosion due to cavitation, an
accurate scaling procedure from test to field conditions
is still not available. Results suggest that, in addition to
flow and liquid characteristics, the material properties of
the surface in question also play an important role. An
acceptable scaling relation and theoretical explanation
of cavitation erosion is a worthy endeavor and sorely
needed.

15.1.5 Water Quality Measurements

Numerous studies highlight the importance of water
quality monitoring when investigating cavitation. One
well-known example is the ITTC test body that was
tested at various international facilities. Cavitation in-
ception was measured versus flow velocity. The results
showed a large variation in measured inception value
(Fig. 15.28). Differences in water quality are partly
to blame for the huge discrepancy. Cavitation occurs
when the pressure in a flow goes below a critical
value, causing microscopic nuclei to expand explosively.
A flow containing a large supply of nuclei will neces-
sarily cavitate more readily than a flow with relatively
few nuclei. An indication of the ability of a liquid
to resist cavitation is the tensile strength. In theory,
water without nuclei can withstand tensile stresses of
approximately 104 atmospheres before cavitation oc-
curs [15.99]. In practice, great care is needed even to
produce water capable of withstanding more than two
atmospheres.

Various factors influence the water quality of a given
liquid. The presence of particulate matter in a li-
quid acts to decrease the surface tension of a bubble.
Church [15.100] found that the surface tension of clean
bubbles void of particle impurities on the liquid–gas in-
terface is more than twice the value of dirty bubbles
containing chemical and particle impurities. Marschall
et al. [15.101] studied the effects of particle size on wa-
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Fig. 15.27 Relative erosion rate versus dimensionless time for vari-
ous metals

ter quality in degassed tap water and found that particle
size, shape, and hydrophobic/hydrophilic characteris-
tics influence the tensile strength. Ma [15.102] observed
that tensile strength increased when water is stored un-
der high pressure for a prolonged period of time. The
high pressure, in addition to decreasing the mean nu-
clei size, causes gas bubbles to dissolve, decreases the
number of available nuclei.

Numerous researchers have studied the effects of wa-
ter quality on cavitation behavior. It is well known that
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Fig. 15.28 Inception values for the same body measured at different
water tunnels [15.98]
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water quality effects influence the behavior of cavitation.
Van der Meulen [15.103] studied water quality effects
on inception and desinent cavitation on hemispherical-
nosed bodies. In an extensive review of the subject,
Keller [15.104] noted that not only is the value of the
inception index affected, but water quality has an influ-
ence on the appearance of cavitation as well. Kawakami
et al. [15.105] found that water quality can affect the
lift dynamics on a cavitating hydrofoil. While it is well
known that water quality affects cavitation behavior,
a quantitative scale that accurately correlates cavitation
behavior to water quality does not exist. In fact, it is un-
clear how the sum of various factors, such as gas content,
particulate matter, and pressure history combine to char-
acterize the tensile strength of a liquid. Indeed, even the
tensile strength of a liquid can vary depending on how
it is measured.

From a practical point of view, the tensile strength
T , defined as T = Pv − Pcrit, can be varied over a wide
range in typical research facilities, and is a function of
total gas content, system pressure and the history of the
water. It should be emphasized that the relationship be-
tween tensile strength and preconditioning of the water
is facility dependent. The tensile strength obtained as
a result of these procedures is specific to the water tun-
nel being used. Different water tunnels require different
procedures and a great deal of experience is necessary
before water quality can be varied in a predictable man-
ner. Care also has to be taken to ensure that there is
not an excess of bubbles in the flow, which can result
in pseudo-cavitation at local pressures considerably in
excess of the vapor pressure of the liquid.

Gas Content Measurement
The van Slyke apparatus is used to measure total dis-
solved gas content of a liquid. The apparatus arose
from an investigation of gas and electrolyte equilibria in
blood in the early 1920s [15.106]. Developed by Donald
van Slyke, the device was originally designed to measure
gas content in blood. Because the device is very accu-
rate, easy to use, and requires a small sample amount, it
is ideal for water quality investigations as well. It utilizes
cavitation to bring gas out of solution by creating a Tor-
ricelian vacuum above a sample of liquid. Figure 15.29
is a photograph of the modified van Slyke apparatus used
at SAFL.

Numerous researchers have developed similar de-
vices utilizing the same basic principle. Numachi
[15.107] modified the van Slyke apparatus to allow
for separate storage of released gas and water sample.
Numachi’s device also was easier to handle [15.108].
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Fig. 15.29 Van Slyke apparatus

Schöneberger also made modifications to the van Slyke
meter to more accurately measure gas content. Since
each device is similar, only the van Slyke device will be
discussed in detail. A 10 cm3 sample is introduced and
sealed in the apparatus. Lowering the mercury level cre-
ates a vacuum. The sample is mechanically shaken for
approximately 10 min to ensure the dissolved gas is re-
leased from the sample. The partial pressure of released
gas is measured and compared with the partial pressure
of water vapor. The total dissolved gas is determined
by the resulting pressure difference using the following
relation.

Q = 2
273

273+ T

Pv − Pg

7.6
, (15.14)

where Pv denotes the partial pressure of the vapor and
Pg is the partial pressure resulting from the released gas,
and T is the fluid temperature in ◦C. Q is the total gas
content in per milliliter. It should be noted that neither Pv
nor Pg is measured, but rather it is the difference that is
determined from the device. While capable of measuring
the total dissolved gas in a liquid quickly, accurately, and
over a wide range with a small sample, the large amount
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of mercury needed to operate the device has recently
made it undesirable to use from an occupational health
hazard point of view.

Recently, some mercury-free devices to measure gas
content have been developed. Based on the same prin-
ciple as the van Slyke meter, Brandt constructed and
patented a device that uses an inflatable rubber mem-
brane in place of mercury to create a vacuum; the
amount of gas is determined volumetrically, therefore
no pressure measurements are needed. Heller [15.109]
developed a device that uses a bellows to create a vac-
uum and a pressure transducer to determine gas content.
These devices, however, are not widely used or well
known. Instead methods that infer total gas content from
the concentration of other gases have become popular.

In an effort to replace the van Slyke meter, dissolved
oxygen probes have been used to infer gas content. Most
dissolved oxygen probes rely on an oxygen-permeable
membrane and an electrolyte solution to determine
dissolved oxygen in solution. Oxygen diffuses across
a membrane into the solution where an anode and cath-
ode are separated. The measured dissolved oxygen is
a function of the current generated. While this method
has been shown to be accurate in inferring total dis-
solved gas, caution should be taken when using this
method. Unlike the van Slyke meter, this method re-
quires regular calibration and maintenance. The solution
and membrane must be periodically changed, or inaccu-
rate reading will result. Also, it is incorrect to assume
that the rate of oxygen diffusion into or out of a li-
quid is equal to that of other gases. The volume ratio
of oxygen and nitrogen in air is not the same in water
or other liquids under equilibrium conditions. In addi-
tion, the chemical oxygen demand of the tunnel water
due to dissolved impurities is also a factor. While dis-
solved oxygen generally gives a qualitative indication of
the amount of total dissolved gas, it should not be used
as a method to infer total dissolved gas on a quantitative
basis.

As already discussed, in addition to the difficulty
of determining total dissolved gas, this parameter alone
does not necessarily give a true indication of water qual-
ity. Since microscopic nuclei are needed for cavitation to
occur, it is possible that a liquid with large total dissolved
gas content will contain relatively few nuclei if exposed
to high pressure for a sufficient amount of time. Under
normal conditions, this is not the case. Peterson [15.110]
found that the size and number of nuclei in a flow varies
with gas content. Arndt and Keller [15.111] found that
a doubling in gas content resulted in a tenfold increase
in nuclei content.

Acoustic Techniques
for Nuclei Measurement

Acoustic determination of nuclei content has many
advantages in a variety of applications. The acoustic
method is non-intrusive and does not require a trans-
parent boundary between the instrument and fluid in
question. The method is based on the acoustics of bub-
bles. In a simplified form, a bubble can be represented by
a spring-bob system. The gas within the bubble acts as
a spring to external forcing. The emission of an acoustic
wave into a liquid medium containing bubbles will nat-
urally cause the bubbles to oscillate. Minnaert [15.7]
determined the resonance frequency of a bubble as
a function of the radius and free-stream pressure.

�0 = 1

R0

√
3κ p0

ρ
; (15.15)

R0 and p0 denote the mean radius and pressure, re-
spectively, ρ is the density of the liquid, and κ is an
unknown constant to take into account the effects of
heat conduction. When heat conduction effects are neg-
ligible, κ is unity. In theory, introducing an acoustic
wave into a liquid will cause bubbles to oscillate. The
resulting bubble oscillations will create acoustic waves
in the liquid that are characteristic of the bubble size and
number. The resulting energy scatter or absorption and
attenuation of the sound wave by the bubbles are meas-
ured. This technique is termed resonance excitation or
the attenuation method since it uses the resonant fre-
quency of a bubble to determine the nuclei content in
a flow.

Duraiswami et al. [15.112] proposed using a disper-
sive method to determine nuclei content. A dispersive
method utilizes attenuation and the difference in the
speed of sound between a liquid and gas. A pure liquid,
without bubbles, will propagate sound at a different rate
than a liquid with bubbles. By comparing the propa-
gated sound speed with the theoretical value for a pure
liquid, the nuclei content can be determined. Chahine
and Kalumuck [15.113] used two hydrophones placed
in a flow and recorded bursts of sound emitted from one
and received by the other. By recording the interference
caused by the bubbles, the bubble size distribution and
number is determined.

Acoustic methods, however, have limitations.
Acoustic methods tend to overestimate nuclei content
for liquids with small nuclei, and underestimate nu-
clei content in liquids with large nuclei [15.112]. In
addition, the accuracy is sensitive to the surrounding
materials. Highly acoustically reflective surfaces can
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have an adverse effect on the signal acquired [15.114].
Leighton [15.115] notes that, when using the atten-
uation method, large bubbles in a liquid can emit
a stronger signal than much smaller bubbles resonat-
ing at their natural frequency. Oldenziel [15.116] also
found that the best results are attainable only when
the concentration of bubbles is low. In addition, the
attenuation method assumes spherical, linear bubble
oscillation.

Optical Techniques
for Nuclei Measurement

The simplest optical method uses photography. By il-
luminating a plane in the liquid and taking a photo,
bubble size and number can be determined. This method
is a simple, brute-force approach. It requires a camera
with sufficient resolution, and individually measurement
of the radius of each bubble in the image. In cases where
nuclei content varies over a wide range, and where
numerous conditions are studied, this method quickly
became impractical. Recent advances in digital photog-
raphy and image-processing techniques, however, have
spurred interest in this method.

Holographic techniques have recently been devel-
oped along these lines. In holographic interferometry
a laser beam is split into two coherent beams. One
beam, the subject wave, is passed through the volume
of interest. The other, the reference wave, bypasses the
measurement volume and is directed onto a recording
medium, where it is recombined with the subject wave.
By recording the difference in amplitude and phase be-
tween the reference and subject wave, a hologram is
produced.

Holographic images provide a high-resolution,
three-dimensional image of a given flow sample. Once
an image has been acquired and constructed, it is a matter
of time to process and analyze the images. Holographic
techniques provide many advantages. Direct visual-
ization of a sample removes the need for calibration
procedures. In addition to nuclei distribution, objects
of all types are easily observed and distinguished, an
advantage which is lacking in all other methods. In ad-
dition, holography can be used to measure objects as
small as 5 µm. O’Hern [15.53] was able to examine
nuclei and particle distribution in oceanic waters with
great detail using a submergible holographic system. In
addition to the cost of a holographic system, a consid-
erable amount of time is needed to obtain meaningful
information about water quality. As is the case with the
photographic method, this technique is impractical for
routine water quality measurements.

Keller [15.117] used light scattering to determine nu-
clei size in a flow. Using a HeNe gas laser to illuminate
a control volume, a receiver lens is positioned perpen-
dicular to the laser and light scattered by nuclei passing
though the control volume is collected by the lens. The
scattered light then passes through a photomultiplier and
is collected by a pulse-height processor. The intensity of
the scattered light is assumed to vary with nuclei size.
By knowing the light intensity, the size spectrum can
be determined. The procedure requires calibration using
particles of known size and number. As a result, the ac-
curacy of the method is largely dependent on the care
and precision with which the calibration is performed.
This method is accurate but has many limitations. The
volume of the laser light/receiver path intersection limits
the maximum size that can be measured. Keller’s orig-
inal apparatus was used to measure nuclei in the range
of approximately 5–500 µm. In addition, only a small
portion of the flow can be analyzed.

Along similar lines, phase Doppler anemometry
(PDA) devices offer accurate nuclei size and veloc-
ity measurement without the need for calibration. PDA
measures the phase shift created by particles passing
through the probe volume and is capable of measur-
ing particles in the range of approximately 1 µm to
1 mm [15.118]. The PDA has the advantage of mea-
suring both nuclei content and liquid flow rate with
high accuracy [15.119]. The sampling rate of the sys-
tem is limited by the number of particles that pass
through the probe volume in a given time, allowing
for very high sampling rates. A sample, however, is
taken only when a particle passes through the con-
trol volume, resulting in variable time separations
between sampling. Like Keller’s device the probe is
not able to distinguish between solid particles and
bubble nuclei, which can give potentially misleading
results.

Cavitation Susceptibility Meters
Cavitation susceptibility meters (CSM) have evolved
from a technique for determining nuclei content that
measures the inception of cavitation in a known pres-
sure field, and compares the pressure at inception with
vapor pressure. Cavitation is caused in a pre-designed
area of minimum pressure (Cpm ). The inception events
for given flow conditions are observed and recorded.
Knowing the pressure at inception, a formula can be de-
rived from the equilibrium theory for the mean number
and size of nuclei in the flow.

Schiebe [15.120] first proposed using mathemati-
cally derived axisymmetric bodies, known as Schiebe
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bodies, to measure cavitation inception. Using potential
flow theory, a set of bodies with known value and loca-
tion of Cpm were developed and experimentally tested.
An analytical model was developed where the cavitation
occurrence rate is predicted for a flow with a given nuclei
content. The body is tested in a flow, and the occurrence
rate is acoustically measured. By adjusting the param-
eters of the analytical model until the occurrence rate
matches that of the experiment, the nuclei distribution
of the flow was determined.

While this method proved unsuccessful, an alter-
native use for CSM devices was proposed. Instead of
measuring nuclei content, Silberman et al. [15.122] pro-
posed generating a set of inception event curves for
a given test body under different water qualities. These
curves could then serve as a reference for future cav-
itation tests. By measuring cavitation events on the
designed test body and comparing with previously gen-
erated curves, the tensile strength of the liquid can be
determined. As a result, the focus of water quality mon-
itoring becomes one of tensile strength of the test liquid,
rather than nuclei content.

CSM devices using Venturi nozzles have been de-
veloped by numerous researchers [15.109, 123, 124] to
measure the tensile strength of a liquid directly. Cavita-
tion is caused in the throat of the nozzle by increasing
the flow rate until inception is observed. The pressure
and the flow rate through the nozzle are measured and
the pressure in the throat is inferred. If cavitation is ob-
served at pressures well below vapor pressure, the liquid
is considered strong.

Oldenziel [15.123] first proposed using a Venturi
nozzle to measure cavitation susceptibility. Inception in
the nozzle throat was detected visually using a shad-
owgraph method. A light source and photodiode are
placed on opposite sides of the nozzle. The explosion of
a bubble causes light scattering and a change in voltage
of the photodiode. Lecoffre and Bonnin [15.124] used
a steel Venturi nozzle and a pressure sensor located on
the downstream side of the nozzle to measure cavita-
tion susceptibility. Many variations of the basic concept
have been developed to measure water quality. One such
device is discussed below.

Vortex Nozzle
One example of a modern susceptibility meter is the vor-
tex nozzle. Detailed measurements by d’Agostino and
Acosta [15.125] indicated that conventional Venturi de-
vices suffer from inaccuracies due to viscous effects.
To circumvent this problem, Keller [15.121] developed
a so-called vortex nozzle for the measurement of tensile

�����

9��!�����"���"�����
��������������>

����

���������������2�
�����������2�������>

H���������@@"�

<"�&&���������
���&&����������&�����

�	����

Fig. 15.30 Vortex nozzle susceptibility meter [15.121]

strength. The nozzle device consists of a vortex cham-
ber followed by a Venturi nozzle. The vortex chamber
superimposes a circulation on the flow to ensure that
cavitation occurs at the center of the throat, away from
the flow boundaries. The pressure drop across the noz-
zle is measured using pressure transducers. The throat
pressure is calculated using an empirically derived equa-
tion. The throat pressure when inception occurs equals
the critical pressure. With the critical pressure known,
the tensile strength of the water is determined.

An empirical relation for the pressure in the throat
is given by

PT = P1 −Cρ

(
Q

AT

)2

, (15.16)

where the density and dimensions of the nozzle are
assumed to be fixed, P1 is measured at the inlet to
the device and C is an experimentally derived cali-
bration constant, and Q is the flow rate. substituting
PT = Pv − T , where T is the tensile strength, and Pv is
the liquid vapor pressure, the tensile strength is:

T = Cρ

(
Q

AT

)2

− P1 + Pv . (15.17)

Q is a function of the pressure drop across the nozzle,
a measured quantity, thus the tensile strength of a liquid
can be determined and the average nuclei size can be
inferred. In the above equation, P1 and Q are determined
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for the instance when inception is first observed in the
vortex nozzle. Inception can be measured visually or
acoustically depending on the available instruments and
material with which the nozzle is constructed.

In principle, an equation for the minimum pressure
in the throat area could be obtained by calculating an
idealized flow in the nozzle throat consisting of a uni-
form axial flow and a superimposed rotational vortex
the nozzle throat is of interest. Ma [15.102] carried out
such a calculation numerically and was able to correlate
the tension measured in the vortex apparatus with the
tension inferred from measurements of inception in tip
vortex flow.

Regardless of the techniques used to measure ten-
sion, it should be noted that tensile strength is also
a function of the static pressure of the liquid. This can
be inferred from a simple equilibrium model. Under
equilibrium conditions,

Pi − P∞ − 2S

R
= 0 , (15.18)

where R is the bubble radius, Pi is the internal bubble
pressure, and P∞ the surrounding liquid pressure. The
internal bubble pressure is the sum of both vapor pres-
sure and pressure due to incondensable gas. The pressure
due to incondensable gas can in turn be determined by
the ideal gas law.

Pi = Pv + Pg = Pv + MgGθg
4
3π R3

, (15.19)

where Mg, θg, and G denote the moles of gas, temper-
ature of gas, and universal gas constant, respectively.
Combining (15.18) and (15.19) and letting the Rc de-
note the critical radius at which the bubble becomes
unstable, the tensile strength is written:

T = Pv − P∞ = 2S

Rc
− MgGθg

4
3π R3

c

. (15.20)

It is impractical to measure the necessary quanti-
ties to determine the tensile strength of a liquid from
the above equation. Blake [15.126] showed that, for
isothermal expansion, the critical bubble radius can be
written:

Rc =
(

9MgθgG

8πS

)1/2

. (15.21)

Substituting (15.21) in (15.20) yields,

T = 4S

3Rc
. (15.22)

The ratio of the tensile strength of a liquid at two
different liquid pressures is

T1

T2
= Rc2

Rc1
. (15.23)

Using the ideal gas law for the pressure inside the
bubble, (15.23) can be written as

T1

T2
=

(
P1

P2

)1/3

. (15.24)

Thus, the tensile strength of the liquid scales with the
cube root of the pressure. When determining the tensile
strength of a liquid using any CSM device, it is important
to note the pressure history and conditions under which
the measurement is taken. In addition to reducing the
bubble size, high pressure increases the gas saturation
level of the liquid and causes gaseous nuclei to dissolve.
While the theoretical estimate of the tensile strength of
water is on the order of 104 atmospheres, this is never
the case due to the large number of nuclei present in
the liquid. When inception studies are made in a closed-
circuit tunnel, it is necessary to insure that a continual
supply of nuclei exists for cavitation to occur. The source
of persistent nuclei in a flow has been the subject of much
debate. Fox and Hertzfeld [15.127] proposed that an or-
ganic skin membrane forms around bubbles, preventing
gas diffusion. Experimental evidence for this theory has
been observed, but the model fails to explain why nuclei
still persist in inorganic liquids and other liquids con-
taining chemicals that should alter the behavior of the
organic material. Harvey et al. [15.128] postulated that
gas pockets become trapped in the crevices of surfaces
and free-stream solid particles. These gas bubbles form
concave surfaces with the surrounding liquid. The pres-
sure in the bubble is lower than the surrounding liquid
so the gas does not dissolve into the liquid. The surface
tension caused by the hydrophobic surface acts to repel
the liquid, establishing a stable condition for the trapped
gas pocket. The pocket remains in a stable equilibrium
until the vapor pressure is reached in the near vicinity.
While no direct verification of the model has been made,
it is generally accepted.

15.1.6 Cavitation Inception

Detection
The most common measurement in cavitation research
is the determination of the conditions for inception. This
may appear to be a trivial exercise, but measurements
are fraught with difficulties. Although the definition of
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cavitation appears to be relatively simple and straight-
forward, there is some ambiguity in the experimental
determination of σi. The inception process tends to be
intermittent and difficult to quantify (see the Appendix
in [15.129] for a simple model of intermittency). One
factor is the relatively large range of nuclei sizes that
tend to cavitate at different values of pressure. As the
cavitation number is decreased, the cavitation events
occur at an increasing rate. This behavior makes it dif-
ficult to define a concise point of inception. Numerous
researchers have used a microphone or hydrophone to
detect inception acoustically. The rapid expansion of
a bubble produces easily detected acoustic waves in the
audible range. Small hydrophones placed near the incep-
tion location provide an easy and accurate method for
detecting cavitation inception. Often cavitation can be
detected acoustically before it can be visually observed.
This method is especially advantageous in cases where
visual access to the test section is difficult or impos-
sible. Lecoffre and Bonnin [15.124], Ma [15.102], and
Heller [15.109] used a microphone to detect inception
in a Venturi-type device in order to determine tensile
strength.

As pointed out later, unexpected variations in σi oc-
cur because of factors not accounted for in the basic
scaling law. In addition, there is a large source of error
inherent to the various methods we use to characterize
the onset of cavitation. Inception is usually defined by
the visual appearance of bubbles. In the laboratory, test-
ing is normally carried out in a water tunnel at constant
velocity with the static pressure slowly lowered until
cavitation is observed. An alternative scheme is to lower
the pressure even further and then gradually raise it un-
til the cavitation is extinguished (cavitation desinence).
There is a discrepancy between σi defined by incep-
tion and that defined by desinence. This is referred to as
a hysteresis effect and has been discussed in detail by
Holl and Treaster [15.130].

Because of the noise associated with cavitation, it
has been common for many years to use acoustic tech-
niques to define the inception point. Sample acoustic
data are shown in Fig. 15.31. Figure 15.31a is a presen-
tation of acoustic data obtained in a plug valve, plotted
in the form of noise intensity in various frequency bands
as a function of the cavitation index. Inception is de-
fined by the point where there is a rapid increase in
noise level with further lowering of pressure. σi so
measured depends on the frequency band of the data,
the low-frequency noise being relatively insensitive to
cavitation index. A different acoustic technique is il-
lustrated in Fig. 15.31b where the number of cavitation
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Fig. 15.31a,b Acoustic inception techniques [15.15]. (a) Acoustic
intensity method. (b) Rate of occurrence

events per unit time is determined with a hydrophone
and an electronic counter. To isolate the cavitation noise
from background noise, a Schmidt trigger arrangement
is used. In this situation, σi is defined by a rapid rise
in the rate of occurrence. Unfortunately, the measured
value of σi is sensitive to the threshold level of the
Schmidt trigger, as shown in the diagram. While this
method is useful to determine the first inception event,
it has proven unable to measure the number of inception
events accurately. Pham et al. [15.114] compared the
number of inception events in a combination Venturi-
center body-type device as measured acoustically, and
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Fig. 15.32 Example of an optical detection technique [15.15]
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Fig. 15.33 Tip vortex inception in weak water (left) and strong water (right). The cavitation number for inception in
strong water is so low that sheet cavitation on the surface of the foil occurs before vortex cavitation inception [15.131]
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Fig. 15.34a–c Size scale effect on a NACA 16-020 hydrofoil [15.104]. (a) Maximum chord length 50 mm, σ = 2.18,
U = 11.0 m/s, beginning tip vortex cavitation (b) Maximum chord length 100 mm, σ = 2.18, U = 11.0 m/s, developed
cavitation (c) Maximum chord length 200 mm, σ = 2.18, U = 11.0 m/s, fully developed cavitation
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Fig. 15.35 Size effect on inception for tip vortex cavitation on a
NACA 16-020 hydrofoil [15.104]

with high-speed video. They found that the acoustic
counting technique overestimated the number of in-
ception events by as much as seven times compared
with the number seen using high-speed video. It may be
for similar reasons that Schiebe’s [15.120] method was
unsuccessful.

Visual detection of inception is an accurate method
when the necessary tools are available. As previously
mentioned, Oldenziel [15.123] used a light source and

a photodiode to measure inception in a Venturi device.
An example of an optical detection scheme is shown
in Fig. 15.32. This method is based on the determi-
nation of scattered light that has been focused in the
minimum-pressure region of a test body. With the use
of a laser setup, several investigators have successfully
used this technique. Arndt and Keller [15.131] used
high-speed video tripped by a laser to compare vor-
tex inception for a three-dimensional (3-D) hydrofoil
in strong and weak water. By positioning a laser in the
center of a trailing vortex, a high-speed digital video
camera was set to record the instance a vapor bubble
crossed the laser path. Using this technique, Arndt and
Keller [15.131] found that inception occurs near the
foil tip under weak water conditions, while inception
occurs far downstream under strong water conditions
(Fig. 15.33).

The basic detection schemes are all subjective to
some extent and can lead to discrepancies between
data collected in different facilities. Unfortunately, there
is no clear distinction between observed variations in
σi due to the detection scheme used and variations
in σi due to a fundamental difference in environmen-
tal factors. It should be emphasized at this point that
cavitation inception as defined by a measurable reduc-
tion in the performance of a hydraulic machine has no
relevance to this discussion since a state of fully devel-
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oped cavitation is associated with measurable changes
in performance.

Scale Effects
Keller [15.104], in an extensive review of the subject,
pointed out that the first step in analyzing scale effects,
defined as variations in σi with size and velocity, is to
remove the ambiguity concerning the critical pressure,
pc in (15.1). As a historical note, Parsons used hot wa-
ter in his 1895 water tunnel as a means of lowering
the cavitation index, thereby allowing inception studies
at relatively low velocity [15.132]. This is not recom-
mended because of thermal effects [15.1]. He adjusted
the tensile strength of the water to zero and methodi-
cally determined that there are other scaling factors for
a variety of body shapes that vary as

σi = σ0

(
L

L0

)1/2 (v0

v

)1/4
[

1+
(

U∞
U0

)2
]

,

(15.25)

where L , v, U∞ are characteristic length of the body,
the viscosity and velocity, respectively. L0, v0 and U0
are reference values and σ0 is a constant. According to
Keller, knowing σ0 for a given body contour and type of
cavitation the cavitation index can be predicted for every
size, flow velocity and viscosity of the fluid. Keller also
had a correlation for turbulence level, but it is felt by
the authors that there is insufficient data to support this
correlation fully. Although this correlation is supported
by a very extensive set of experimental data, there is no
theoretical underpinning to these results. A size scale
effect is illustrated in Fig. 15.34.

This illustrates the appearance of cavitation with in-
creasing size when cavitation number and velocity are
held constant. A further indication of this effect is given
in Fig. 15.35. Note the increase in σi with increasing
size, in accordance with (15.25). Note also the increas-
ing development of cavitation with size if σ is held
constant.

Gas Content Effects
Care must be exercised in adjusting water quality to
a low value of tensile strength. A relatively high gas
content can obscure the basic physics that are being
investigated. This is illustrated with some data origi-
nally presented and discussed by Holl [15.31], plotted
in Fig. 15.37. These data illustrate the occurrence of
two different types of cavitation on a NACA 16012 hy-
drofoil section. The lower set of data corresponds to
band-type cavitation, which disappears uniformly across
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Fig. 15.36 Example of two types of cavitation on a NACA
16012 hydrofoil [15.31]
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Fig. 15.37 Schematic representation of the gas content ef-
fect [15.104]

the span at the desinent value of the cavitation index.
A second type, consisting of random spots, was also
noted, having a much higher desinent cavitation index.
The critical cavitation index for the former increases
with velocity while it decreases for the latter type. Holl
theorized that the former type was vaporous cavitation
whereas the latter type was not vaporous cavitation at
all, but instead a different type of bubble growth due to
gaseous diffusion, very similar to the bubble formation
occurring when the ambient pressure in a bottle of soda
water is suddenly reduced upon opening. This so-called
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Fig. 15.38 Cavitation inception number for a Venturi de-
vice for several values of gas content [15.104]

gaseous cavitation follows a different scaling law, as
given by (15.7). Sometimes the gas content effect is more
difficult to distinguish, especially when vaporous cavi-
tation is strongly dependent on velocity. This is shown
schematically in Figs. 15.36, 37.

In summary, a review of previous laboratory ex-
periments indicates that the details of the cavitation
inception process are not adequately described by a sin-
gle physical parameter such as the cavitation index.
Previously overlooked details of the flow field can play
a major role in the inception process and cavitation can
occur when the local pressure is higher or lower than
the vapor pressure. Ordinary liquids can sustain tension
and more than one type of inception mechanism is pos-
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Fig. 15.39 Simultaneous imaging of different views, optical ar-
rangement for photography/video of cavitating hydrofoils in SAFL
high-speed water tunnel. Optical paths for side view (A) and bottom
view (B) are of equal length

sible on a given class of body. Thus, care must be taken
to distinguish between the different forms of cavitation
when attempting to arrive at scaling relationships.

15.1.7 Measurements in Cavitating Flows

In addition to classical measurements of flow necessary
for understanding the inception process, it is necessary
to make measurements in cavitating flows.

High-Speed Photography and Video
Due to the complexity of cavitating flows (essentially
three-dimensional, nonstationary, turbulent two-phase
flows with phase change) photography and cinematog-
raphy are very important tools when studying cavitation
phenomena. One look at any text on cavitation, e.g.,
Knapp et al. [15.19], makes it clear how much insight can
be gained this way. As with all experimental techniques,
spatial and temporal resolution are key. Time-resolved
photography or cinematography can be achieved by very
short illumination times while working in a totally dark
environment. Good results have been obtained by let-
ting the duration of a stroboscopic flash (typical strobe
illumination time: 3 µs) determine the exposure time,
examples are shown in Figs. 15.7, 10, 12, 13, 40, 46, 47.
Another option is to use cameras capable of ex-
tremely short shutter times, either mechanically or
electronically, such as high-speed complementary
metal–oxide–semiconductor (CMOS)-based cameras
and continuous illumination. Commercially available
video equipment is capable of frame rates as high as
250 000 frames/s. Some laboratories are equipped with
special cameras that are capable of frame rates as high as
2 000 000 frames/s. On the other hand, when combining
long exposures (i. e., non-time-resolving shutter times)
with continuous illumination, time-averaged pictures of
cavitation can be taken. Spatial resolution is a function
of the recording medium and the optical setup. It should
be adjusted so that the smallest events of interest are
sufficiently resolved.

Simultaneous Imaging
of Different Views

Using mirrors in test sections with optical access from
at least two sides, two (or more) views of cavitating
flows can be imaged simultaneously. It is important that
mirrors are placed so that the optical paths for each
view are of equal length, allowing focusing on both at
the same time. Figure 15.39 shows a configuration used
in the SAFL high-speed water tunnel, Figures 15.40
and 15.41 show sample frames taken with a high-speed
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Hydraulics 15.1 Measurements in Cavitating Flows 989

Fig. 15.40 Sample frame from high-speed video of cavitat-
ing NACA 0015 hydrofoil, simultaneous imaging of side
and bottom view (2000 frames/s, shutter time ≈ 500 µs,
U = 8 m/s, σ = 1.00, α = 8◦)

Fig. 15.41 Sample frame from high-speed video of a ven-
tilated supercavitating body, simultaneous imaging of side
and bottom view (2000 frames/s, shutter time ≈ 500 µs,
U = 7.8 m/s)

camera [2000 frames/s, field of view (FoV) 1024×1024
pixels].

Pressure Measurements
in Erosion Studies

In viewing the current state of knowledge in this field,
it becomes clear that further advances in cavitation re-

search require a method for relating erosion rate to the
amplitude of pressure transients striking the solid bound-
ary during the collapse of cavitation bubbles. Methods
have been developed for measuring in situ the impulsive
pressures due to cavitation in both laboratory experi-
ments and in the field. Various techniques have been
explored in the past to measure the pressure transients
both spatially and temporally. Most studies are made
with conventional pressure transducers. However, the
environment for pressure measurement equipment can
be severe and it has been found that conventional pres-
sure transducers often have unacceptably high failure
rates. Recently, piezoelectric polyvinylidene fluoride
(PVDF) polymer film has been used extensively in dy-
namic measurement and control. This film has been
adopted for the measurement of impulse pressures in
the study of cavitation erosion [15.40, 59].

Pressure transducers can be constructed in-house
from piezoelectric film. The integral component of the
film is a polarized PVDF polymer. This material is
known for its high degree of piezoelectric activity. As
outlined in Arndt et al. [15.59], the use of this technology
for hydrofoil tests requires special development. One ex-
ample of the basic measurement technique is shown in
Fig. 15.42. In this example, a matrix of sensors was used
to instrument an interchangeable plug on a hydrofoil for
water tunnel tests. A grid of 14 piezoelectric pressure
transducers was attached to a removable section of the
suction side of the foil as shown in Fig. 15.43. Consid-
erable effort was expended in developing the method
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Fig. 15.42 View of a pressure film instrumented
NACA 0015 hydrofoil. This setup was used to study the
effects of air injection on minimizing erosion
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Fig. 15.43 View of sheet/cloud cavitation on the
NACA 0015 hydrofoil shown to the left. (U = 17/5m/s,
σ = 0.9). Superimposed on the picture are isobars of mean
square pressure measured with the piezometric film array

of layout, mounting, and architecture of the transducer
matrix finally used.

Normally this technique is only suitable for transient
response. Calibration can be achieved using a dropping
ball technique or by sudden unloading of the film. The
latter can be achieved with a special device whereby
a pencil lead is gradually loaded until it breaks, sud-
denly releasing its pressure on the film. Inspection of
the transient output form the transducer can be used to
determine the frequency response, which can be quite
high. Details concerning time and spatial resolution can
be found in Arndt et al. [15.59].

A further example of using an array of piezoelectric
film transducers is shown in Fig. 15.45. The test setup
is shown in Fig. 15.19. Numerical simulations of cavita-
tion cloud collapse indicate that cavity collapse occurs
at approximately 75% of chord for the conditions tested.
A plot of RMS pressure as a function of the composite
parameter σ/2α and relative position on the foil indi-
cates that the most intense erosion will take place when
σ/2α = 3.0 at a relative position of about x/c = 0.75, in
agreement with the numerical simulations [15.39].

Conditionally Triggered Photography
of Sheet Cavitation

As another application of pressure measurements, the
transducer array cited above can be used to obtain phase-
locked photos of the cavitation process. As already
noted, sheet/cloud cavitation can be very periodic for
a given set of operational parameters. Often it is desired
to obtain a series of photographs to accompany data
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Fig. 15.44 Schematic of a typical setup for conditionally
sampled photos

from an array of piezoelectric film transducers. This
technique can provide information about the relation-
ship between cavity location and pressure distribution.
The best method to accomplish this would be to use
a high-speed video camera that is synchronized to the
data-acquisition system. Budgetary constraints often
preclude the use of such a system. However, the period-
icity of the flow can be exploited. By obtaining a series
of photos with different delay times relative to the pres-
sure signal a montage of photos can be obtained that can
be used to construct a virtual film of the process.

To sample a pressure signal whose period and phase
are correlated with the flow, the beginning of a period,
as defined by the maximum of a pressure signal, can
be sensed. Using a delay circuit to trigger a strobo-
scope a series of photos at relative times within a period
of oscillation can be obtained. In principle, several
photographs can be taken at each phase and ensemble-
averaged. However, photographs taken at equal time
delays are found to be remarkably consistent. It is recom-
mended that the photographs be taken in total darkness.
Typically a photograph is taken by manually opening
the shutter, using a computer program to trigger two
strobe lights simultaneously, and then the shutter is
manually closed. By performing the procedure in this
manner, the exposure, as well as the time that each
photograph is taken, is determined by the firing of the
strobes.
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Fig. 15.45a–d Numerical simulations indicate intense cloud collapse at about x/c = 0.75. This is confirmed by measure-
ments of pressure using an array of piezoelectric film transducers. Note the similarity of the pressure spectra to the lift
spectra shown in Fig. 15.11 (a) Instant of cloud collapse (b) Radiation of pressure wave after collapse (c) RMS pressure
versus σ/2α and x/c (d) Pressure spectra

A programmable triggering system affords much
greater flexibility then a hard-wired triggering circuit.
A technique in use at the St. Anthony Falls Labo-
ratory utilizes a computer code originally developed
at the Arizona State University for use with Metra-
byte DAS-16 compatible data-acquisition boards that
were modified to suit the current needs. A typical
setup is shown schematically in Fig. 15.44. To re-
move the effect of errors resulting from the time delay
introduced by the amplifier and the trigger circuit
internal to the strobe lights, the light intensity was
measured with a photocell, and recorded simultane-

ously with the other data. Postprocessing shows directly
when the strobes lights fired relative to the pressure
signal, and hence the time that the photograph was
taken.

Typical results are shown in Fig. 15.46. Photos taken
at two instances of time one corresponding to a posi-
tive peak in pressure and the other to a negative peak
in pressure are shown. In general this method requires
a considerable amount of fine tuning depending on the
physics of the flow. Finally a third example is a study of
the physics of a bubbly wake produced by a cavitating
hydrofoil is shown in Fig. 15.47. Numerical simula-
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tions reveal that coherent vortex structures exist in the
wake.

As a final note, other signals can be used to trigger
stroboscopic lighting. Arndt and Maines [15.133] made
measurements of nucleation in a tip vortex using a new
system consisting of a laser beam as a trip wire, a thresh-
old/delay circuit, strobe lighting and a standard 35 mm
camera with an extension bellows for magnification. As
a nucleus enters the vortex core and cavitates, it passes
through a laser beam, scattering light that is picked up by
photoamplifier, which in turn triggers the delay circuit.
At the end of the delay strobe lighting is activated. By
assembling a sequence of photos at several delay times,
the equivalent of frame rates as high as 40 000 frames/s
could be achieved. The same laser trip technique was
used to trigger a high-speed video camera for obser-
vations at another laboratory with startling agreement
between the data sets obtained in two different laborato-
ries with two different visualization techniques [15.131]
(Fig. 15.33).

Lift and Drag
Lift and drag measurements in a water tunnel are dif-
ficult even in non-cavitating flow. Most lift balances
in use in small water tunnels are designed for steady
conditions. A typical balance design incorporates the
use of cantilever beam elements and strain gages to
sense deflection. The challenge in force balance design
is the need to eliminate crosstalk between lift and drag.
Many balances have been designed in-house and are con-
structed with custom-made components. An example of
such a balance is shown in Fig. 15.48a. This balance was
successfully used at the Saint Anthony Falls Laboratory
for many years [15.32]. Recently a variety of load cells
have become available at reasonable cost. These pro-
vide the opportunity for constructing reliable balances
at reasonable cost (Fig. 15.48b).

Measurements in cavitating flows place additional
requirements on balance design. Cavitation often in-
duces unsteady oscillations in the lift and drag that
are often in a frequency range that is beyond the nat-
ural frequency of a typical force balance. Kjeldsen
et al. [15.32] attempted to circumvent this problem us-
ing two flush-mounted pressure transducers at the base
of hydrofoil, one placed on the pressure side and the
other on the suction side. This provided a method to
measure the instantaneous values of the pressure dif-
ference between the suction and pressure side of the
foil. The main motivation for using this transducer
configuration is to obtain an independent metric for
fluctuating lift since the frequency response of a typ-

ical force balance is not adequate for resolving lift and
drag dynamics in cavitating flow. Individual needs will
of course vary. Kjeldsen et al. were able to confirm
that ∆p is proportional to Cl as expected, although
this technique is not in general use. Arndt et al. [15.39]
utilized a new force balance configuration that utilizes
piezoquartz force sensors (Fig. 15.49). Although the fre-
quency response of this type of force balance is high,
it is generally not suitable for steady force measure-
ments. Arndt et al. [15.39] found that, for the case of
lift oscillations on a cavitating hydrofoil, the pressure
difference technique and force balance technique gave
similar results (Fig. 15.50).

Acoustic Measurements
Acoustic measurements in water tunnels are difficult be-
cause of reverberation. This is an acute problem in water
tunnels because of the relatively long wavelengths of
radiated sound. For example, a sound signal with a fre-
quency of c/U would have a wavelength of ac/U , where
a is the speed of sound and c is a typical length scale,
e.g., the chord length. The long acoustic wavelengths rel-
ative to typical tunnel dimensions implies that the test
environment is highly reverberant, necessitating very
sophisticated acoustic calibration procedures. However,
qualitative measurements can still be made effectively.
An example is the use of an acoustic signal for inception
detection (Fig. 15.31).

A limited number of examples of measurements
of cavitation noise in water tunnels can be found in
the literature [15.131, 134, 135]. For example, Higuchi
et al. [15.135] were able to distinguish between tip vor-
tex cavitation noise and surface cavitation noise by using
two different hydrofoils designed such that surface cav-
itation occurred on one hydrofoil in the absence of tip
vortex cavitation and tip vortex cavitation occurred in
the absence of surface cavitation on the other. A special
feature of this study was the use of an array of hy-
drophones to locate the inception location in a tip vortex.
This is shown in Fig. 15.51. The experiment was made
in a high-speed water tunnel. The acoustic signature was
monitored by four Brüel and Kjær (B&K) model 8103
hydrophones (Fig. 15.52) positioned in a water-filled
chamber separated from the test section by an almost
acoustically transparent wall. A similar setup was used
by Barker [15.136]. Both the pressure fluctuations due to
the turbulent boundary layer on the test section wall and
the water tunnel background noise were measured to be
insignificantly low, compared to the cavitation noise. On
the other hand, the test section was found to be highly
reverberant.
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Fig. 15.46 Conditionally sampled photos of sheet cloud cavitation

The hydrophones were first calibrated in a large wa-
ter tank where an acoustic free field could be simulated.
Using a spherical projector, high frequency (typically
a 60 KHz sine wave) tone bursts were generated and
measured with the hydrophone array. Each hydrophone
in the array was placed in the same relative position as
in the water tunnel. In order to calibrate both the hy-
drophone array and the acoustic characteristics of the
water tunnel itself, the projector was next placed in
the test section in place of the hydrofoil. By trigger-
ing the digital oscilloscope with the projector pulse, the

output from the individual hydrophones was simultane-
ously digitized. The initial pulses in these traces were
the projector output itself via direct path, which had
the same waveform as the near-field measurement of
the projector signal. The subsequent pulses reflected by
the tunnel walls could be clearly identified by this tech-
nique and were in qualitative agreement with a computer
simulation of the reverberation in the tunnel.

Cavitation inception could be detected both visually
and acoustically. Inception was marked by a distinct
burst of noise in the flow field. By pre-triggering an
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Fig. 15.47 Comparison of phase locked photos of cavitation (left column) with numerical simulations of incondensable
gas that has come out of solution as a result of the cavitation [15.137]
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Fig. 15.48a,b Typical force balances (courtesy of Saint Anthony Falls Laboratory) (a) Force balance installed in the
SAFL high-speed water tunnel. A sphere test for turbulence level is being performed. (b) New replacement balance for
the one shown in (a). This balance utilizes off-the-shelf load cells

analog-to-digital (A/D) converter with the hydrophone
signal itself, individual instantaneous pressure time
traces at four different locations could be recorded. By
measuring the time delay of arrival among the four hy-
drophones, the sound source location could be estimated
by a triangulation method. The three time delays among
the four time traces define three two-dimensional mani-

folds. The intersection of these manifolds is the location
of the noise source. Given three time delays among four
hydrophones as inputs, implicit simultaneous equations
for the three coordinates of the sound source can be
solved iteratively.

A technique for dealing with the effect of tunnel re-
verberation was studied for the case of surface cavitation
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Fig. 15.49 Piezoquartz force balance used to measure fluc-
tuating lift on a cavitating hydrofoil [15.39]
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Fig. 15.50 Comparison of lift oscillation data obtained with
∆p measurements made at SAFL with force balance mea-
surements made at Obernach, Germany

inception. Since the individual pulses were recognizable
in the signal, a Fourier analysis can be performed on
the individual pulses. The waveform of a single bubble
collapse in the free field was obtained by ensemble-
averaging the acoustic cavitation inception data. Using
this waveform, single-bubble noise in the presence of
reflections from the tunnel walls could be simulated nu-
merically. The computed effect of reverberation on the
power spectrum was calculated by comparing the power
spectrum of a simulated single-bubble collapse with the
power spectrum of a simulated pulse with reflections.
The spectrum of the reverberant signal was found to
match very closely that of the original free-field pulse
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Fig. 15.51 Experimental setup for detecting the location
of inception in a tip vortex [15.135] (All dimensions in
mm)
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Fig. 15.52 Typical commercially available hydrophones
(courtesy of Brüel and Kjær)
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Fig. 15.53 Specially designed hydrophone body for inflow acoustic measurements [15.131]

when the spectra were normalized to maximum ampli-
tudes. In the study by Higuchi et al. [15.135] the am-
plitude of the reverberant spectrum was approximately
7 dB higher than that of the free field in this example,
and appears to scale with the number of reflections from
each individual pulse. The result will differ in each fa-
cility but the lack of distortion of the inception noise
spectra due to reverberation is an encouraging result.

Another technique for measuring inception noise
was reported by Arndt and Keller [15.131]. The effects
of nuclei content were studied in a series of comparative
tests in a water tunnel and the Vacutank at the Marine
Institute, Netherlands (Fig. 15.21). This investigation re-
quired careful planning because of the required remote
operation in the Vacutank due to the very low operat-
ing pressures. Only values of σ greater than 1 could
be achieved in both facilities. With the desire to use
a fixed body rather than a model propeller, a series of
sharp-edged disks of 2, 4, 8 and 16 cm diameter were
manufactured. The disk geometry was selected because
of its relatively high cavitation number. The four differ-

ent sizes were selected not only to provide an overlap in
Reynolds number in the two facilities, but also an overlap
in time scales of the shear layer turbulence (τ ≈ d/U).
At the time this was thought to be an important factor in
the inception process. The relative disk thickness, shaft
diameter etc. were fixed at the same values used in the
classic study of Kermeen and Parkin [15.138]. Pressure
ports were located in the supporting shaft of each disk
so that the time-averaged pressure could be measured
at various positions in the wake. The three largest disks
were also fitted with accelerometers to allow an inde-
pendent check on the acoustically measured cavitation
event rate.

Inception observations were carried out both visu-
ally and acoustically in the water tunnel. These tests
served to verify the hydrophone design and mounting
system that had to be developed to perform remotely
monitored inception tests in the Vacutank. The sensing
element is a special hydrophone, designed and man-
ufactured by the Physical Laboratories, TNO, model
ZP 84 (early research utilized an Atlantic Research

Part
C

1
5
.1



Hydraulics 15.1 Measurements in Cavitating Flows 997

9����"�=�""

���


?�&�

�


��	





1,(���2���

4����

���

�
��

-"�=�(��������

Fig. 15.54 Water tunnel installation for measuring incep-
tion noise [15.131]

LC-60 hydrophone) that was housed in a specially de-
signed streamlined body. Consideration had to be given
to designing a housing that was free of cavitation and
minimized non-cavitating flow noise. Several factors
were taken into account in selecting the position of the
hydrophone, including its location in the wake and min-
imization of the effects of reverberation in the water
tunnel. The hydrophone and its position relative to the
disks in both facilities are shown in Figs. 15.51, 53 and
15.54. Some of the results are given in Arndt [15.15].

As a final example, a similar setup to that used in
Higuchi et al. [15.135] was used to measure acous-
tic radiation from sheet cloud cavitation by Arndt and
Levy [15.139]. The results are shown in Fig. 15.56. Note
the difference in the frequency content compared to
the spectra of surface pressure fluctuations shown in
Fig. 15.45.

Quantitative Laser Techniques
for Cavitating and Bubbly Flows

Soon after the creation of the first laser at the Hughes
Research Laboratory in May 1960 [15.140], the spe-
cial properties of coherent light were being explored for
flow measurement purposes. Laser Doppler velocime-
try (LDV), which matured in the 1970s and 1980s, and
particle image velocimetry (PIV), which came of age
in the 1990s, are quantitative optical flow measurement
techniques utilizing lasers.

The LDV technique [15.141], also known as laser
Doppler anemometry (LDA) uses a small ellipsoidal
measuring volume formed by crossing laser beams
(the measuring volume is typically on the order of
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Fig. 15.55 Vacutank installation for measuring inception noise
[15.131]

0.1 × 0.1 × 0.5 mm, or smaller), in which the velocity of
randomly arriving particles is measured at a point by the
time (determined from Doppler burst frequency) it takes
to travel a known distance (Doppler fringe spacing).
A direct extension of LDV is phase Doppler anemome-
try (PDA), which can be used to determine the bubble or
particle size by measuring the phase shift of the illumi-
nating beam with multiple receivers (initially two, now
typically three, receivers), as well as bubble or particle
velocity [15.142].

For the PIV technique [15.143, 144], a seeded flow
field is illuminated (exposed) twice (or more) with
a laser light sheet with a known separation time be-
tween laser pulses, and particle images are recorded [on
film, a charge-coupled (CCD) or CMOS device. If the
recording medium is digital, the technique is referred to
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Fig. 15.56 Acoustic spectra for the same hydrofoil shown
in Fig. 15.19. Note the relatively high frequency content in
the range 2 ≤ σ/2α ≤ 6
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Fig. 15.57 Typical PIV camera arrangements for phase separation by color

as digital PIV (DPIV)]. For intermediate particle con-
centrations statistical correlation-based methods can be
used to determine the displacement in small interroga-
tion areas, typically resulting in thousands of velocity
vectors in a plane per captured image pair.

The fundamentals of these techniques, implementa-
tion details and recent advances (e.g., high-frame-rate
PIV, holographic PIV, and micro-PIV, micro-LDV) are
discussed in Chap. 5. Nowadays, complete LDV and
PIV systems including software are commercially avail-
able from at least half a dozen vendors, and several free
software packages for analysis exist. When used in cavi-
tating or bubbly flows, these techniques face a special set
of problems and challenges, which are addressed here.

Particle Image Velocimetry
In a two-phase flow containing liquid and bubbles, the
light from the laser sheet illuminating the object plane
will be Mie-scattered by both the seeding particles and
the bubbles. Typically the size of the seeding particles
is one to tens of micrometers (µm), whereas the bubbles
caused either by vaporous/gaseous cavitation or artifi-
cial ventilation are much larger, typically tens to a few
hundreds of micrometers. In order to measure velocity
fields, the liquid and gas phase need to be effectively
separated in the PIV images. Several methods to sepa-
rate phases have been developed; they are summarized
briefly below, and their applicability to cavitating flows
is discussed.

Phase Separation by Color through Laser-Induced
Fluorescence. In this technique the liquid phase is
seeded with microscopic particles coated or imbed-
ded with a fluorescent dye. The dye is chosen so that

the particles fluoresce at a wavelength (color) differ-
ent from the incident light, e.g., in the yellow–orange
range when illuminated with a green laser. Typical lasers
currently used in PIV are frequency-doubled Nd:YAG
(neodymium-doped yttrium aluminum garnet) lasers
emitting light at 532 nm (green). Both phases will scatter
the incident laser light, but only the liquid-phase seed-
ing particles will fluoresce [laser-induced fluorescence
(LIF)]. The liquid and gas (bubble) phases can now be
separated in two ways: before image recording by using
two synchronized grayscale cameras and color filters,
or after image recording by using one color camera. If
two grayscale PIV cameras are used, optical filters, e.g.,
long-pass filters (long-pass refers to the wavelength of
the light; these filters are also called low-pass filters, re-
ferring to the frequency), and possibly a beam splitter or
an epi-fluorescent prism are required. Some camera ar-
rangements are shown in Fig. 15.57. In arrangement a,

Fig. 15.58 Commercially available two-phase PIV camera
mount (courtesy of Dantec Dynamics)
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both grayscale cameras have the same field of view. An
epi-fluorescent prism splits the beam, transmitting only
the fluorescent wavelength to camera 2. Alternatively,
a simple beam splitter in combination with a long-pass
filter on camera 2 and an interference band-pass fil-
ter on camera 1 centered on the laser light wavelength
can be used. In arrangement b, the two cameras have
a different field of view, and a mapping function is re-
quired to de-warp the image of the off-axis camera 2.
Long- and band-pass filters are also required to separate
the phases. In arrangement c, a single color camera is
used, and the phase separation is done after recording
via software. Two-camera lens assemblies of this kind
specifically designed for two-phase flow PIV/LIF have
recently become commercially available (Fig. 15.58).

Phase separation by color was first successfully im-
plemented by Sridhar et al. [15.145] in a cavitating jet
facility while recording onto 35 mm color film. The
experiment was conducted at very low, non-cavitating
velocities (0.6 m/s) and 100 µm bubbles were injected at
very low gas void fractions for demonstration purposes.

A more complex version of phase separation by
color was proposed by Towers et al. [15.146] for auto-
correlation PIV (single frame, double pulse). Here one
phase was also seeded with fluorescent particles, but
multiwavelength illumination and recording was used
to obtain separate, directionally resolved velocity vector
fields for both phases of a two-phase flow via autocor-
relation processing. Since most newer PIV cameras are
capable of cross-correlation through frame-straddling
(double frame, double pulse) one does not have to
go to such complexity to avoid directional ambiguity
anymore.

Phase Separation by Particle Image Size. Bubbles
caused by vaporous/gaseous cavitation or artificial venti-
lation are typically one to two orders of magnitude larger
than the seeding particles. For the photometric parame-
ters of a typical PIV setup, the image size of a seeding
particle with a diameter of one to tens of micrometers
will be dominated by diffraction-limited imaging. When
imaging bubbles with a diameter of hundreds of microm-
eters, the contribution of geometric optics to the effective
particle diameter is one to two orders of magnitude
larger than for the seeding particles, and the contribution
of diffraction-limited imaging is also larger due to the
smaller aperture (higher f#) required by high-intensity
reflections from the bubbles. This will lead to different
size diameters on the imaging medium, allowing phase
separation by image size. For example, in the bubbly
wake behind the closure region of a ventilated supercav-

ity, Fontecha [15.147] found the effective particle image
diameters for 3 µm TiO2 seeding particles and 300 µm
bubbles to be one and six pixels, respectively.

The simplest way of separating the phases by par-
ticle image size is to threshold the grayscale PIV image,
converting them to binary format: every pixel above
a certain intensity value (the threshold) is set to 1, ev-
ery pixel below is set to 0. Now regions of white (binary
value 1) can be discriminated by size, identifying them
as seeding particles or bubbles. This method was used by
Hassan et al. [15.148,149]. Hassan et al. [15.148] solved
the problem of having a grey corona around bright bub-
bles by additional local thresholding. They determined
that the optimal local thresholding function to properly
outline bright bubbles was 1/r2, where r is the dis-
tance to the bubble center. Gui and Merzkirch [15.150]
and Lindken et al. [15.151, 152] developed a digital
masking technique to separate the differently sized par-
ticle images of the two phases. Determination of these
masks also required pixel intensity thresholding and size
discrimination.

Phase Separation by Particle Image Intensity (Bright-
ness). Laser illumination and camera aperture (the
photometric parameters) can be adjusted so that seeding
particle images will not exceed a certain grayscale value.
Pixels with higher grayscale values would then be asso-
ciated with a bubble image. Sakakibara et al. [15.153]
and Easson and Jakobsen [15.154] employed this differ-
ence in image brightness in two-phase flows where solids
were the disperse phase and air was the carrier phase.
This technique should in principle work well for bub-
bly liquid flows created by cavitation events, since the
larger bubbles scatter (reflect) incident light at higher in-
tensity than the seeding particles. A problem may arise
if the intensities of the light scattered by the particles
and by the bubbles are orders of magnitude apart, e.g.,
in sheet/cloud cavitation or ventilated flows, and can-
not be simultaneously imaged onto a single camera (cf.
discussion of practical aspects below).

Other Phase-Separation Techniques. Phase separa-
tion based on object image shape was used by Oakley
et al. [15.155] for individual large bubbles, and for dis-
persed large, solid particles by Kiger and Pan [15.156].
Kiger and Pan [15.156] eliminated the seeding particles
by using a spatial median filter (seeding particles are
discarded as high-frequency noise; this only works for
low concentrations of the dispersed phase). The seed-
ing particle images can then be processed separately by
subtracting the filtered images from the originals. Cor-
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relation peak properties can be used for phase separation
if there is a significant velocity difference between the
two phases, as demonstrated in a bubble column by Del-
noij et al. [15.157], albeit with prior knowledge of the
liquid and gas velocities.

Combined Techniques. Khalitov and Longmire [15.158]
developed a two-parameter phase discrimination by ob-
ject image size and brightness. An object-weighted
centroid vector (centroid position) is also determined
and can later be used for particle tracking. A combina-
tion of phase separation by color and correlation peak
widths applied to a bubbly jet in a box was reported by
Arnardottir [15.159]. Chaine and Nikitopulos [15.160]
used a single color PIV camera in a dispersed, bubbly
jet. Phases were separated after recording by evaluat-
ing the green and red channel separately, and additional
filtering by intensity was used to eliminate interference
from seeding particles and phantom bubbles.

Of all the techniques introduced above, it is expected
that phase separation by color through laser-induced flu-
orescence using two grayscale cameras with filters will
become the dominant PIV technique in cavitating flows
in the intermediate term. The main advantage of this
technique is that it allows the capture of bubbles of all
sizes and that the PIV image for the carrier liquid phase
is uncontaminated by the bubble phase. The main draw-
back is currently cost: two grayscale cameras are needed
and suitable fluorescent particles can be very expensive.

Practical Issues when Using PIV in Cavitating Flows.
All of the phase-separation techniques introduced above
were developed in dilute bubbly liquid (or sometimes
air/solid) flows. While they should in principle work for
cavitating flows, additional difficulties arise, especially
since bubbly flows resulting from cavitation can have
much higher local void fractions, i. e., vapor pockets or
bubble clustering. Some of the difficulties are:

• Cavitation bubbles are typically larger than seed-
ing particles and will scatter light more effectively.
Their images will appear much brighter (and larger)
than seeding particles on the recording medium. This
can cause a problem when using a single camera at
higher void fractions, since the light scattered by the
seeding particles may be too weak in comparison to
the bubble reflections to produce a usable signal. The
proper selection of seeding particles and the use of
higher sensitivity (12-bit or higher) CCD cameras
can somewhat compensate for this. For a primer
on the scattering characteristics of particles, i. e.,

scattering cross-section and intensity of light scat-
tered in the vicinity of 90◦ from the incident light
sheet [15.161].• Bubbles must be dispersed enough to provide usable
particle images for cross-correlation. This may not
be the case in the initial stages of cloud shedding in
vaporous cavitation or in the vicinity of the closure
region behind a ventilated cavity. If the void fraction
is high, bubbles may cluster or coalesce.• The illuminating laser light sheet may be attenuated
if a large number of bubbles is present.• A bubble illuminated with a laser light sheet may
appear as two adjacent bright spots on the image
plane [15.155, 160]. The brighter one is due to re-
flection, the dimmer one is due to refraction, then
internal reflection, and refraction again. If the pho-
tometric parameters cannot be adjusted to avoid
this, additional post-recording treatment becomes
necessary.• Seeding particles provide additional nucleation sites
for cavitation inception. If water quality is critical
to the cavitating flow being investigated, this may
affect the results.

Laberteaux and Ceccio [15.162, 163] investigated
partial cavities on two-dimensional wedges without and
with spanwise variation and a NACA 0009 hydrofoil
with PIV. The flow was seeded with fluorescent la-
tex particles with an average diameter of 30 µm and
individual double-pulsed images (with image shift to
resolve directional ambiguity) were recorded onto sin-
gle frames of 35 mm film through a filter blocking the
laser light wavelength. Thus velocity vector fields of
only the liquid phase around partial cavities were ob-
tained. A high-speed, cinemagraphic multi-frame PIV
system was also developed, which was able to record up
to 10 000 frames/s, also filtered before recording. This
system also employed double pulses onto a single frame,
but with no image shifting for the second pulse, there-
fore it was only useful in situations where there was no
flow reversal. The video PIV data was used to obtain
phase-averaged velocity vector fields of only the liquid
phase for flows with periodic cavitation cycles.

Gopalan and Katz [15.38] investigated the flow
structure in the closure region of attached cavitation, and
used phase discrimination by color, further developing
the technique developed by Sridhar et al. [15.145]. One
Kodak ES-4 four-megapixel digital camera was used and
alternatively fitted with a long-pass or band-pass filter
to measure the velocity in the water and bubble phases,
respectively.
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Fig. 15.59 Bubbly wake resulting from the collapse of an axisymmetric, ventilated supercavity (Cavitator diameter
d = 10 mm, Red = 90 000, σ ≈ 0.14, exposure time 3 µs). The dashed square shows the approximate location of the PIV
field of view. Bottom: Close-ups of a sample PIV image capture
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Fig. 15.60 PIV in the bubbly wake resulting from col-
lapse of axisymmetric, ventilated supercavity using a
single camera (1024 × 512 pixel). Top: PIV image capture
(one image of a pair). Bottom: bubble velocity vector
field and vorticity contours computed from this image
pair

Iyer and Ceccio [15.164] studied the influence of
developed cavitation on the dynamics of a turbulent
shear layer with planar DPIV. The flow was seeded with
80 µm fluorescent latex particles, and a long-pass filter
was used to record onto a single four-megapixel digi-
tal camera. Thus vector fields for only the liquid phase
were obtained, while also measuring the bubble void
fraction.

When considering PIV measurements in larger re-
search water tunnels, the large total water volume
requiring seeding may make the use of expensive flu-
orescent particles impractical because of the high cost.
In this case, other, inexpensive non-fluorescing seeding
particles and photometric parameters should be chosen
carefully to achieve simultaneous imaging of bubbly
and liquid phases. Recent tests at SAFL have shown
that hollow glass spheres (mean diameter 11 µm, den-
sity 1100 kg/m3), used as a non-conducting lightweight
filler in the electronics industry or as paint additives,
or silver-coated hollow glass spheres (mean diameter
14 µm, density 400–900 kg/m3), used as a conducting
lightweight filler, may be used in vaporous cavitation.
Discrimination by particle image size, particle image
intensity or a combined technique can then be used to
separate the phases. If the light scattered by the seeding
particles is too weak compared to the bubble reflections
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Fig. 15.61 Bubble PIV velocity data in the closure region of an ax-
isymmetric, ventilated supercavity (cavitator diameter d = 15 mm,
Red = 100 000, σ ≈ 0.2). Average of 800 captures

to register on the recording medium, the bubble veloc-
ity field itself can still be obtained with a standard PIV
system, using the bubbles as particles.

This technique was used to obtain PIV velocity
data in the bubbly wake of an axisymmetric, venti-
lated supercavity by Wosnik et al. [15.68, 165–167] and
Fontecha [15.147]. A sample strobe-illuminated picture
of this flow is shown in Fig. 15.59, including the approx-
imate location of the PIV field of view and close-ups of
a sample PIV image capture down to a 32 × 32 pixel in-
terrogation area. Standard PIV images were recorded
from reflections of the air bubbles. The signal is us-
able for cross-correlation, as long as enough bubbles
are present in the interrogation area. A sample PIV im-
age capture and the corresponding velocity field from
cross-correlation are shown in Fig. 15.60. Note that
Figs. 15.59 and 15.60 show different realizations of this
flow. Contrast and brightness of the PIV image were
increased for reproduction purposes. The average per-
centage of validated velocity vectors pre-filtering will
decrease significantly for the cavitating case (30–80%
at the center of the bubbly wake) compared to the non-
ventilated, non-cavitating single-phase case (> 95%) at
the same Reynolds number, due to bubble reflection and
refraction, varying bubble density, vapor pockets and
bubble clusters. The number of validated vectors also
drops off moving radially outward from the center of
the wake. However, the bubble PIV data shows good
quantitative results, Fig. 15.61 shows velocity data in the
region immediately following cavity collapse. The bub-
ble velocity data are seen to scale well with length and

velocity scales for the axisymmetric turbulent single-
phase wake [15.168]. After cavity closure, the turbulent
bubbly wake quickly rearranges itself into a similarity
state, which in this case is achieved about four cavita-
tor diameters downstream of the cavity closure (here the
virtual origin was chosen at the point of cavity closure).

When computing velocity vector fields by cross-
correlating bubble images, Fontecha [15.147] found
the Hart algorithm to be more accurate and produce
a larger number of valid vectors than the standard fast
Fourier transform (FFT) algorithm. The Hart correlation
method [15.169] identifies particles (bubbles) based on
image intensity gradients, not just absolute intensity.
It is thus well suited for varying intensity, relatively
poor-quality PIV images of cavitation bubbles. PIV im-
ages that are slightly overexposed are often better suited
for intensity gradient compression, since the saturated
particle image centers have low gradients and will be
discarded. Only the image regions with high intensity
gradients are retained, and the remaining compressed,
or sparse, image data results in a more efficient cor-
relation algorithm. The Hart correlator also avoids the
intensity weighting of the FFT correlation, where high-
intensity pixels (particles) will contribute more to the
cross-correlation than low-intensity pixels (particles).
The compression rate must be chosen carefully to not
lose correlation information.

Phase-Locked PIV
For quantitative measurements in quasiperiodic cav-
itation processes it is often advantageous to obtain
phase-locked or phase-averaged data. These data are es-
pecially useful for comparison with numerical results,
where typically time-resolved information about cyclic
events is available. When attempting to trigger a standard
PIV system to obtain data phase-locked with cavita-
tion events, the following problem can be encountered:
pulsed Nd:YAG lasers tend to flash at a constant fre-
quency, when triggered externally at unevenly spaced
intervals the energy delivered per laser pulse may
fluctuate significantly between flashes. A common
work-around for this problem is to both record the
signal documenting the quasiperiodic flow event (e.g.,
a pressure transducer on the suction side of a hydro-
foil) and the TTL signal for PIV laser 1 and acquire
a large number of image captures (typically thousands)
at a constant laser pulsing frequency. The time stamp
of each image capture can then be compared to the
transducer signal, and the image captures can be binned
according to their phase in the cyclic cavitation event.
Obtaining phase-locked PIV data of cavitating flows is
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Hydraulics 15.1 Measurements in Cavitating Flows 1003

further complicated by the fact that cavitation processes
that may look quasiperiodic in two dimensions, e.g.,
sheet/cloud cavitation under certain conditions on cer-
tain foil shapes, are inherently three-dimensional and
affected by the experimental configuration, e.g., the
presence of walls. Preliminary studies with hig- speed
video and/or (phase-locked) photography to determine
the feasibility of phase-locked or phase-averaged PIV
are strongly suggested.

High-Frame-Rate PIV
Most of the experimental work to date on cavitating
flows has either been whole-field observational and
qualitative, i. e., it consists of high-speed photography
and/or video, or single-point quantitative, e.g., veloc-
ity measurements with a laser Doppler velocimeter
(LDV) and/or bubble size measurements with a phase
Doppler anemometer (PDA). More recently, whole-
field, quantitative measurements have been made using
particle image velocimetry (PIV) [15.67, 147, 165].
Unfortunately, standard PIV systems, while providing
high-resolution, are limited to low repetition rates (on the
order of several Hz). This is due on one hand to the low
repetition rates of their components (typically, Nd:YAG
lasers: 10–20 Hz, digital cameras: 15–30 frames/s), and
on the other hand to dataflow bottlenecks inherent to
the system design [cameras have no onboard memory,
particle images have to be acquired through, e.g., the pe-
ripheral component interface (PCI) bus]. Standard PIV
systems are therefore limited to instantaneous snapshots
and statistical information, but can shed little light on the
evolution of flow structures (occurring at inverse time
scales up to several hundred Hz).

The first application of time-resolved particle im-
age velocimetry in cavitation research was by Vogel
and Lauterborn [15.170], who combined PIV and high-
speed photography to investigate the flow around cavita-
tion bubbles during their collapse near a solid boundary.
With a drum camera designed for use in high-speed pho-
tography and an argon laser pulsed by an acousto-optical
deflector, they were able to achieve a limited number of
frames at a temporal resolution of 10 kHz.

In contrast, recently commercialized, high-repetition
rate (time-resolved) PIV systems are capable of record-
ing particle images at up to 2000 frames/s at full
1024 × 1024 pixel resolution (or at higher framing rate
and a reduced field of view: 4000 frames/s at 1024×512
resolution, 8000 frames/s at 1024×256, etc.). Since two
frames are necessary to obtain a velocity vector field by
cross-correlation, the actual PIV recording frequency
would be 1 kHz (2 kHz, 4 kHz, etc.). This is sufficient
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Fig. 15.62 PIV in the wake of a cavitating NACA 0015
hydrofoil, angle of attack= −8◦, cavitation number= 1.1.
Top: Adaptive processing mask obtained from sliding in-
tensity thresholding overlaid on original image. Bottom:
Velocity vectors and vorticity contours, from cross-
correlation of bubbles

to temporally resolve cavitation events in most labora-
tory experiments. Typically, high-speed diode-pumped
Nd:YLF lasers are used, which have dual heads and
can achieve repetition rates of up to 10 kHz. The en-
ergy per pulse decreases with increasing frequency
for these lasers, therefore a practical limit for most
applications is set at about 5 kHz. An example of
a currently commercially available high-speed Nd:YLF
laser is the NewWave Research Pegasus, which delivers
10 mJ/pulse at its energy maximum near 2 kHz.

Figure 15.62 shows a sample frame from an exper-
iment that quantitatively recorded the large-scale cavi-
tating structures in the wake of a hydrofoil using high-
speed, temporally resolved PIV [15.167]. With the given
optical setup, flow speed and recording rate of 2000Hz
the mean flow traveled less than 5% of the field of view
between captures, giving sufficient spatio-temporal res-
olution to track the large-scale cavitating vortices. The
gas phase (cavitation) was separated with a simple, but
effective adaptive masking algorithm based on a sliding
intensity thresholding filter matched to the PIV interro-
gation spot size (left). Using bubbles as tracer particles,
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1004 Part C Specific Experimental Environments and Techniques

the velocity vector field for the gas phase in the cavitation
cloud is obtained from cross-correlation (right).

Time-resolved PIV experiments will provide re-
searchers with a wealth of information typically only
obtained from model-free, direct numerical simulation
(DNS), but at Reynolds numbers not attainable by DNS
in the near to intermediate future. Comparison with syn-
chronized high-speed video will bridge the gap between
the vast body of qualitative observations and quanti-
tative methods. High-repetition-rate PIV will enable
researchers to fully correlate numerical models with
observed cavitation. This has tremendous potential for
integrated experimental/numerical research on cavitat-
ing flows, since it can provide the crucial time-resolved
quantitative information needed for numerical modeling
efforts.

Laser Doppler Velocimetry
Even though the LDV technique has been used in fluid
mechanics for more than 30 years, its applicability to
bubbly gas–liquid flow is the subject of ongoing discus-
sion. Several studies have shown what can be measured
under certain, well-defined conditions, but the applica-
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Fig. 15.63 Mean velocity in wake of a 2-D NACA 0015
hydrofoil, LDV measurements with and without cavitation.
Data are scaled in similarity variables for turbulent plane
wakes. Coordinate x is the distance from the trailing edge,
c is chord length [15.32]

bility of LDV to real, practical two-phase flow situations
is still being questioned. Generally speaking, the effect
bubbles have on LDV measurements depends on their
size and the volume fraction of the gas phase, as well
as LDV parameters such as working distance and laser
beam diameter.

In a high-void-fraction flow with larger bubbles
(diameters larger than a few tenths of a millimeter)
the LDV data rate will decrease compared to a single-
phase liquid case. This is due to the lower probability of
simultaneous beam penetration through the two-phase
medium and the gaps in the signal when a bubble passes
through the measurement volume itself [15.171, 172].
Distinguishing between the signal from the seeding
particles in the liquid phase and the bubbles can be ac-
complished in certain cases for bubbly flow with larger
bubbles. Methods include, phase discrimination on burst
amplitude [15.173], phase discrimination on pedestal
amplitude [15.174], controlling trigger level of signal
intensity, liquid-phase seeding concentration [15.175],
or a power-spectrum curve-fit procedure [15.176, 177].
In general, LDV in bubbly flow is feasible as long as the
distances between the transmitting and receiving optics
and the measuring volume are small enough to obtain
useable Doppler signals from the liquid.

Bubbles resulting from cavitation events or rem-
nants thereof, e.g., in the wake of sheet/cloud cavitation
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Fig. 15.64 Velocity time series for cavitating and non-
cavitating wakes (LDV)
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Hydraulics 15.1 Measurements in Cavitating Flows 1005

(Fig. 15.12) typically have diameters on the order of
a hundred micrometers or smaller and will act as addi-
tional seeding. As a result the LDV data rate of valid
signals can increase significantly, especially compared
to just using water impurities for natural seeding.

Kjeldsen et al. [15.32] found the LDV data rate for
cavitating conditions in the wake of hydrofoils at small
angle of attack to be more than 10 times higher than
for non-cavitating conditions. The mean velocity data
from LDV measurements with and without cavitation
in the wake of a two-dimensional (2-D) NACA 0015
hydrofoil are shown in Fig. 15.63 [15.32]. The data are
scaled in similarity variables for turbulent plane wakes.
It is evident that the rate of spreading of the wake is
much larger under cavitating conditions, which is con-
sistent with visual observations and the results of other
investigations [15.178]. Cloud cavitation sheds large
vortical structures containing bubbles into the wake.
These clouds of bubbles extend much further in the
cross-stream direction than the viscous wake associ-
ated with non-cavitating flow. While the non-cavitating
LDV signal resembles a typical turbulent wake sig-
nature, the cavitation signal is skewed towards lower
velocities (Fig. 15.64). The bubbles are counted more
efficiently than naturally occurring LDV seeds in the
flow, therefore the average velocity will contain more
weight from the shed bubbles. This effect on the LDV
measurements still needs to be quantified. However, the
observation that the wake spreading rate is much greater
under cavitating conditions is still correct.

The strong negative fluctuations in velocity are due
to the imprint left by the periodic passage of bubble
clouds, and this cyclical increase in the data rate can
be exploited further. The bubble shedding is rooted in
a cyclic cavitation process on the foil surface, and is
characteristic of the dynamics of the cavitating hydro-
foil. Plotting LDV data rate versus time, where data rate
is defined as the time elapsed between two acquired valid
samples by the LDV system, fitting a curve that is spaced
uniformly in time with the help of interpolation func-
tions, and processing the result with an FFT algorithm,
a power spectrum of the LDV data rate can be calcu-
lated. This LDV frequency-domain fingerprint is shown
in Fig. 15.65. Note how closely it matches the power
spectrum of close-to-simultaneous lift measurements.
It should be emphasized that the LDV measurement
is a quasi-point measurement, and will give impor-
tant information of the cavitation shedding dynamics
unmatched by a lift/drag balance and pressure transduc-
ers at the base of the foil, all of which will measure
a global value. All these features also appear to be cap-
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Fig. 15.65 Comparison of lift dynamics with the FFT of the LDV
data rate in the wake of a cavitating hydrofoil. The fundamental
frequency corresponds to a Strouhal number of fc/U = 0.15

tured by numerical simulations [15.137]. By integrating
numerical and experimental research, an approach to-
ward calculating bubbly wakes of cavitating hydrofoils
is emerging.
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Fig. 15.66 Typical setup of hardware of a commercial two-
receiver PDA system
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1006 Part C Specific Experimental Environments and Techniques

As previously mentioned, the phase Doppler
anemometry (PDA) is an extension of the LDV mea-
surement principle, and can be used to measure bubble
velocity and size. As a bubble passes through the fringes
of the probe volume, it scatters light. A receiving lens
located at an off-axis collection angle projects a portion
of the fringe pattern onto two or three detectors. Each
detector produces a Doppler burst signal with a fre-
quency proportional to the particle velocity. The phase
shift between the Doppler burst signals from two differ-
ent detectors is proportional to the size of the bubbles.
For a sketch of the PDA principle and details of the
PDA technique, see Chap. 21 or [15.142]. A typical two-
receiver PDA setup is shown in Fig. 15.66 [15.179].
The size range of bubbles that can be measured is
limited on one hand by the amount of light they scat-
ter (a function of bubble size, available laser power,
light collecting optics) and on the other hand by the
Gaussian nature of the laser beam and the far-field
condition. For a two-receiver system the measurable
bubble diameter range is approximately 1–500 µm, for
a three-receiver system it is larger. Note that a two-
receiver system is limited to measuring phase shifts of
up to 360◦ without ambiguity. The bubble size range
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Fig. 15.67 Cavitation bubble measurement in a hydrofoil wake with a two-receiver PDA in a water tunnel; the receiver
angle is 90◦ [15.118]

can be extended by reducing the distance between the
two receivers, however, this will also reduce the mea-
surement resolution. A three-receiver system provides
both a large measurable size range and high resolution.
State-of-the-art PDA receivers have three prealigned
receiving apertures integrated into a single fiber-optic
probe. For a two-receiver PDA system the largest bub-
bles one is trying to measure should be smaller than
the measuring volume, otherwise the two-receiver sys-
tem cannot distinguish between reflection and refraction.
The polarization vector of the illumination laser beam
should be vertical (0◦), since the main scattering mecha-
nism for bubbles is reflection. Wang [15.118] reports
PDA measurements in a high-speed water tunnel in
the wake of a cavitating hydrofoil with a two-receiver
system. Here the PDA receiver angle was set to 90◦
in order to avoid light path compensation due to the
change of index of refraction in water, as shown in
Fig. 15.67. Burdin et al. [15.180] used a three-receiver
PDA to characterize the acoustic cavitation cloud caused
by an ultrasonic horn at 20 kHz (vibratory apparatus,
Sect. 15.1.4).

Several experimental studies aimed at understand-
ing how bubbles modify the turbulence in the carrier
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Hydraulics 15.1 Measurements in Cavitating Flows 1007

phase in an axisymmetric liquid jet were carried out
and provide good examples of LDV/PDA application to
bubble–liquid two-phase flows. Sun [15.181–183] used
LDV to measure mean and fluctuating velocity compo-
nents in both the liquid and the gas phase in a bubbly
jet (ReD,liquid = 8500–9400) with gas void fractions of
up to 9%. For the continuous-phase measurements am-
plitude discrimination was used to discard signals from
bubbles. Bubble sizes were approximately 1 mm, meas-
ured with a photographic technique. A surfactant was
used to increase the surface tension and reduce bubble
size and bubble coalescence. Kumar et al. [15.184] used
LDV in a bubbly jet (ReD,liquid = 4700–9100) with gas
void fractions as high as 20% at the lower Reynolds num-
ber. Bubble sizes were measured with a photographic
technique and ranged from 0.6 to 2 mm. Only the liquid-
phase velocities were measured. Stanley [15.185] and
Stanley and Nikitopoulos [15.186] used a phase Doppler
approach to measure liquid and bubble velocities and
the bubble size distribution in the developing region of
a bubbly jet.

Void Fraction Measurements
Cavitating flows are two-phase flows, either single-fluid
two-phase for vaporous cavitation or two-fluid two-
phase for artificial, gas-ventilated cavitation or dissolved
gas coming out of solution. An important quantity de-
scribing two-phase flows is the void fraction, usually
defined as the gas volume to total volume. Similar to
cavitation nuclei measurement, the instantaneous global
void fraction can be determined in a very simple way
with photography, by taking a picture of an illuminated
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Fig. 15.68 Schematics of an older and a new miniaturized four-sensor tubing conductivity probe for void fraction
(interfacial area concentration) measurement [15.187]. (Note: S.S. = stainless steel)

plane in the flow to determine bubble size and number.
Multiple pictures can be used to obtain an estimate of
average global void fraction. Advances in CCD/CMOS
technology and image-processing techniques have re-
cently created renewed interest in these non-intrusive
photographic methods.

For cavitating flows, a continuous measurement of
the local average void fraction is easily accessible by
quasi-point-averaging or small-volume-averaging void
fraction probes. Note that all sufficiently miniaturized
local void fraction probes may be arranged in groups of
two or more to give additional information on interface
(bubble) velocity, and in certain cases bubble size in the
previous section.

Conductivity Probes. All conductivity probes consist of
two electrodes with a potential difference immersed in
the two-phase mixture. Thus the current flow is a direct
measurement of the conductivity of the fluid between the
electrodes, which is determined by the relative amounts
of liquid and vapor/gas. Current can then be calibrated
as a function of void fraction. Since the conductiv-
ity probe is really a phase indicator and reacts to the
passing of phase interfaces, void fraction is often more
accurately referred to as interfacial area concentration.
Conductivity probes were first proposed by Neal and
Bankoff [15.188]. They have been used successfully for
many years and a great variety of them exists, for a re-
view of the many common ones see Jones [15.189].
A minituarized four-sensor conductivity probe designed
by Kim et al. [15.187] is shown in Fig. 15.68, note that
the measurement area is less than 0.2 mm2.
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1008 Part C Specific Experimental Environments and Techniques

Optical Fiber Probes. An optical probe is sensitive to
the change in refractive index and thus also responds to
the passage of a liquid–gas interface. If water is present
at the tip of the probe most of the light will enter the
water due to the relatively small difference in refractive
index between the probe material (glass fiber) and water.
If a gas bubble covers the probe tip most of the light is
reflected back into the probe and can be detected on
the other end using a photomultiplier. With a suitable
sampling frequency and thresholding, the signal can be
converted to a binary time series with binary states of
liquid [b(ti ) = 0] or bubble/gas [b(ti ) = 1]. The local
void fraction η is then simply the residence time of the
gas state divided by total sampling time, or for equal
sampling intervals ∆ts, the number of samples indicating
gas state divided by total number of samples

η =

N∑
i=1

b(ti )

N
. (15.26)
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Fig. 15.69 Schematic of an optical four-sensor probe
[15.190]
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Fig. 15.70
Dimensions
of conductiv-
ity and optical
void fraction
probes [15.191]

Mudde and Saito [15.190] used an in-house fabri-
cated optical glass fiber probe [15.192] to measure void
fraction, bubble size and velocity in a bubble column
and bubbly pipe flow. The design of the probe is shown
in Fig. 15.69. The polymethyl meta acrylate fibers have
a diameter of 0.2 mm and are the tips are cut at an angle
of 30◦ to the fiber axis.

Le Corre et al. [15.191] compared a miniaturized
four-sensor conductivity probe [15.187] and a minituar-
ized four-sensor optical probe (developed by the French
Atomic Energy Commission – CEA, Grenoble) and
showed that probe design greatly affects the accuracy
of the measurements. To get an appreciation for the size
of theses probes, photographs are shown in Fig. 15.70.
While probes miniaturized to this degree will work well
in conventional two-phase flows, e.g., bubble columns,
it is questionable how long a micrometer-sized fiber-
optic probe would last under cavitating conditions with
cavitation bubbles collapsing onto its tip.

Grayscale Interpretation of PIV Images. A new
technique to determine void fraction from PIV measure-
ments of a cavitating flow has recently been developed at
SAFL [15.67, 165]. Regular PIV images were obtained
in the wake of an axisymmetric, ventilated supercavity,
using the ventilation gas bubbles as seeding particles.
The average grayscale value for a series of raw PIV
images was calculated, and the background noise was
subtracted. Assuming that the intensity of the reflected
light is proportional to the local void fraction, the gen-
eral shape of the void fraction distribution versus radial
position η∗(r) for any downstream location within the
PIV field of view is known. However, the void fraction
profiles are only qualitatively correct due to the fact that
the light sheet was created by a Gaussian beam. The ac-
tual magnitude of the void fraction can be determined
from the mass conservation integral for the gas phase

ṁ =
∫

A

klη
∗(r)ρgasUgas(r)dA , (15.27)

where ṁ is the ventilation gas injection rate measured
with a flow meter (rotameter), and kl is a correction fac-
tor for light sheet intensity variation due to the Gaussian
beam. The ventilation gas density ρgas can be estimated
from pressure measurements in the water tunnel and the
ideal gas law. The velocity profiles of the gas phase
Ugas(r) were determined from PIV cross-correlation al-
gorithms using air bubbles as particles. The correction
or calibration factor kl can then be computed by nu-
merically integrating equation (15.27), thus obtaining
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Hydraulics 15.2 Wave Height and Slope 1009

the quantitatively correct average void fraction profiles
from η = klη

∗.
An example of the void fraction obtained in this

way is shown in Fig. 15.71. Note that the correction
factor for the intensity variation of the light sheet, kl, was
assumed to be only a function of downstream position
and independent of radial position r, i. e., the rays in the
laser light sheet were approximated to be parallel.

Other Void Fraction Techniques and Probes. Several
other techniques to determine void fraction exist. They
include hot-film anemometry, which in principle has the
advantage of also being able to measure phase-interface
velocity. However, the fragility of hot-film probes limits
their usefulness in cavitating flows. Gamma densito-
meters systems can be used to obtain line-averaged and
cross-section-averaged void fraction. Both of these tech-
niques were used successfully by Kirouac et al. [15.193]
in a column filled with R-134a, simulating steam–water
two-phase flow. Shamoun et al. [15.194] used a light
extinction technique in bubbly flow. Analysis of how
collimated, monochromatic light is scattered by a dis-
persion of gas bubbles provides direct measurement of
the line average of the interfacial area density, which can
be related to line-averaged void fraction by an image-
processing algorithm. Note that the local average void
fraction can also be determined from phase Doppler
(PDA, laser diffraction) measurements described pre-
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Fig. 15.71 Void fraction calculated from PIV images, in a turbu-
lent bubbly wake immediately behind the collapse of a ventilated
supercavity. Red = 106, σ ≈ 0.2. Average of 800 vector fields

viously [15.195]. Three additional techniques for void
fraction measurement (and bubble sizing) used primarily
in oceanic environments are high-frequency backscat-
ter measured with multiple- and single-frequency sonar,
acoustical resonators and acoustic pulse propagation
sensors. These have been compared to conductivity
probes by Vagle and Farmer [15.196].

15.2 Wave Height and Slope

In this section surface elevation and slope measure-
ments in time and space are discussed along with their
complementary frequency-domain counterparts ampli-
tude/energy and phase spectra. The discussion is divided
into four subsections, each of which is subdivided
into subtopics. The main subsections are: temporal
point measurements at fixed geometric position; one-
dimensional spatial measurements (measurements along
a line); two-dimensional spatial measurements (mea-
surements throughout an area); and special surface
elevation measurements for large laboratory or field
use. As several techniques described in each of the first
three categories use similar physical principles, there
will be some repetition in the discussion as the number
of dimensions is increased.

This section is not a review paper in that it does not
present all relevant references or give a complete histor-

ical perspective for each measurement method. Rather,
it is written in the tradition of a handbook, as a guide
for experimentalists. Therefore, general discussions of
the appropriate measuring techniques are presented with
sufficient references to clarify the basic principles of
the methods. For more details on a particular topic, the
reader should consult the entire open literature; the ref-
erences cited herein can be used as a starting point for
this process.

One last note, radar measurements have not been in-
cluded in these discussions, although they are certainly
valuable in the field. This decision was the result of
the difficulty encountered in conducting radar measure-
ments in the laboratory due to reflections, re-reflections,
and such. For field measurements and large-scale exper-
iments, these techniques afford endless possibilities and
should not be discarded.
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1010 Part C Specific Experimental Environments and Techniques

15.2.1 Temporal Point Measurements
at Fixed Geometric Positions

If one could travel back in time, one would see that the
first wave height measurements were made in the field
eons ago by mariners and beach-goers who estimated
this quantity for their logs as well as for fun. This first
method for estimation of wave height is by direct physi-
cal observation and suffers from individual bias and the
inability to estimate length (as well as time to determine
wave period). To demonstrate the variability with which
individuals estimate wave climate in the nearshore,
one of the authors (MP) conducted an experiment at
Duck, North Carolina while at the Coastal Engineering
Research Center [15.197]. This report documents a con-
fidence interval of ±0.23 m on wave heights that varied
roughly over 0.30–1.0 m during the experiment. One
can easily see that estimating wave height is nontrivial,
and this technique can be dismissed summarily.

Perhaps the simplest measurement that does not in-
corporate an electronic instrument is the wave staff,
possibly coupled with an imaging system. Early systems
used single-frame film cameras or film movie cameras
that offered time series rather than single snapshots.
More recently, of course, film cameras have been sup-
planted by video/digital imaging of various types. In
this most basic technique, the wave staff was usually the
equivalent of a survey rod – a straight, long rod with
tick marks inscribed along its length. In the laboratory,
where positioning of the rod is more straightforward
(i. e., from the ceiling, walls, floors, etc.), this simple
method provides reasonably good results. Problems in-
clude the disturbance due to the in situ nature of the
staff, the resolution of the imaging device, which may be
marginal especially if a large dynamic range is required,
and the labor-intensive data-reduction process needed
to determine the time series of surface elevations. (Sev-
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Fig. 15.72 A 9.8 Hz wave time series (Wilton’s first ripple) measured at three downstream locations from the wave
generator with steepness (wavenumber times stroke) 0.146. The ordinate spans 2.1 mm while the abscissa represents one
wave period, 0.102 s (courtesy of Phys. Fluids)

eral other instruments that provide direct output of the
surface elevation time series and that are still reasonably
inexpensive will be discussed below.) One important ad-
vantage of the primitive wave staff used in conjunction
with video is that, in the case of breaking waves, where
other more-sophisticated instruments such as those dis-
cussed below give questionable results, one can observe
the phenomenon directly and glean useful information
not otherwise available [15.198]. Lastly, it is noted that
in the laboratory one can utilize a grid along a chan-
nel wall, for example, to obtain spatial information in
addition to temporal data.

In addition to the prosaic wave staff described above,
many authors ascribe this name to more-advanced in-
struments such as the capacitance wave probe and the
resistance wave probe, likely the most frequently used
instruments for measuring liquid surface elevation at
a prescribed location in a wave basin, flume, or tank.
These instruments were first introduced in the late 1940s
and 1950s [15.199–201]. In fact, their popularity is such
that they are available commercially. Note that they are
often used in arrays, linear or 2-D, to provide spatial in-
formation, as discussed in the following subsections. In
the capacitance probe, an insulated single wire is ori-
ented vertically through the liquid and extended into
the air, thus forming one side of a capacitor, while the
water comprises the other. For a fixed probe the capaci-
tance varies with changes in water level. The insulation
can be a glass tube in which a non-insulated wire is
placed or it can be Teflon, for example. Some con-
ductivity of the liquid (usually water) is required, and
is generally present naturally due to impurities. Con-
versely, in the resistance probe, two non-insulated wires
are mounted vertically, parallel and adjacent to one an-
other, and the resistance between them varies as the
liquid/water level changes. In principle, both of these in-
struments exhibit essentially linear electrical response.
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Hydraulics 15.2 Wave Height and Slope 1011

For a discussion of their use in physical models, see for
example Hughes [15.202].

In practice, resistance and capacitance gages have
some differences and many similarities. The resistance
gage is more robust and hence is frequently used in
oceanic applications while the capacitance probe is
more fragile and hence is more often used in labora-
tory investigations. Capacitance gages require simpler
circuitry and, for multiple spatial measurements, their
crosstalk interference is lower than that of resistance
gages [15.203]. In addition, capacitance gages typically
offer less blockage of the flow, as a stiff insulator can
be used, thus removing the need for a strut of some
sort. Electronics that cover a sufficiently large frequency
range are available commercially; however, it is appar-
ent that liquid receding from the probe may limit the
accuracy of the measurements especially, for low fre-
quencies and larger amplitudes or for high-frequency
and relatively small-amplitude conditions. For gravity–
capillary and capillary waves where wave heights are
small (i. e., on the of order of millimeters) the meniscus
effects on the intrusive wires can be significant [15.204],
and these instruments should be avoided, or at least
the smallest-diameter wire possible should be used, and
again capacitance gages are the better choice. For an
indication of the accuracy that can be achieved see
Fig. 15.72 [15.205] where gravity–capillary waves in the
internal resonance regime are shown; the capacitance
wave probe diameter was 0.5 mm. Using either of these
probe types is problematic in breaking waves where mul-
tivalued surface profiles and bubbly flows are found. In
fact, this latter statement is true for any in situ probe,
and more-advanced imaging techniques are required.

Pressure measurements via some type of transducer
are another common method of measuring wave height
indirectly as a function of time at a fixed spatial posi-
tion. In this method, a pressure sensor mounted at a fixed
depth below the mean free surface is used to measure
the fluctuations in pressure induced by the passage of the
wave, and theory is used to relate the pressure fluctua-
tions to the surface elevations. Though highly accurate
pressure measurement devices now exist, several related
problems arise. First, the transducer sensing area in com-
mon with the fluid is of finite size and therefore yields
spatially averaged readings that may be problematic for
short wavelengths. Second, since the transducer’s di-
aphragm/interface with the fluid necessarily displaces
to provide the measurement, sensor–flow interactions
occur that may affect the measurement. These two er-
rors may not be a major problem for field measurements,
but can hamper measurements on small scales in the lab-

oratory. Last, since the general surface/interfacial wave
theory problem remains unsolved in closed form, there
is a level of approximation that accompanies this method
and significant errors may arise depending on the wave
steepness and surface complexity. A primary advantage
of this measurement is its less-intrusive nature – it does
not pierce the water surface and so does not affect the
flow there. The seminal work in this area appeared in the
literature in the mid 1940s by researchers at the Scripps
Institution of Oceanography [15.206] and the University
of California [15.207]. Obviously, present-day pressure
transducers (e.g., those using quartz or fiber optics) are
much more accurate, but still suffer from most of the
pitfalls mentioned.

Yet another class of point measurement techniques
uses sound to probe the surface elevation, usually from
below. Perhaps the simplest example is the echo sounder
in which a short-duration sound pulse is emitted verti-
cally from below and the measured time of flight for the
wave to travel to the surface and return to the sensor,
traveling at an estimated sound speed in water, yields
the surface height once the factor of two is taken into
account. One such commercially available sensor is the
acoustic surface tracker (Nortek, USA). These types of
gages have several positive features as well as some
disadvantages. As with the pressure transducer, these
techniques are remote, do not pierce the surface, and
can yield reasonable measurements; however, when used
from below, they may suffer from many shortcomings,
including the relatively high power required to gener-
ate the highly attenuated high-frequency acoustic waves
necessary to maintain a small-cone-angle interrogation
beam and thus a small surface footprint; data-processing
problems associated with the extraneous reflection and
re-reflection from surfaces other than the one that is
to be measured; and difficulties when measuring steep
surface slopes. Individual echo sounders are not com-
monly used in practice to measure surface elevations.
However, two present-day reincarnations of this tech-
nique are the upward-looking acoustic Doppler current
profiler (ADCP), which is capable of measuring depth-
varying currents and thus inferring surface elevation via
water wave theory, possibly including propagation direc-
tion [15.208], and side-scan and upward-looking sonar,
which can measure orbital velocities (from which one
can again construct the surface via a wave theory) and
the sea surface spectrum [15.209]. Both of these in-
struments emit sound bursts and measure the Doppler
shift in the sound waves reflected from particles found
naturally in the water. In Strong et al. [15.208], the au-
thors discuss the use of the ADCP in obtaining wave
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Fig. 15.73 Laser wave height gage. The optical filter blocks specular
reflections of the laser light but passes the light from the fluorescing
dye. (After Liu and Lin [15.210])

height spectra, including directional information. The
authors show reasonable agreement with both a gage
that measures pressure and two components of horizon-
tal current (PUV, discussed in Sect. 15.2.4 along with the
ADCP) and a heave–pitch–roll (HPR) buoy (discussed
below and in Sect. 15.2.4). These acoustic devices can be
used in large laboratories, although they were developed
primarily for use in the field. In the data analysis, cross-
spectra are obtained that include amplitude and phase
information as a function of direction; hence wave height
is available for a complicated sea surface. These instru-
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Fig. 15.74a,b Laser slope gage. (a) The height between the water
surface and the screen must be large compared to the wave height
so that the position of the beam on the screen can be converted
directly to the water surface slope. (b) Because the screen is placed
one focal length above the lens, the position of the refracted beam
on the screen depends only on the angle of inclination of the laser
beam relative to vertical. The trajectories of the beam with two water
surface elevations are shown

ments provide much more information than the others
discussed thus far, but they are expensive, a wave theory
must be invoked and an inversion performed, scatter-
ers must be present over the water depth, and bubbles
present due to strong winds or breaking in extreme seas
may dominate the return and affect the results. For small-
scale laboratory efforts, these instruments are probably
not a good choice. The aforementioned side-scan sonar
technique uses a somewhat comparable approach.

Major improvements in measuring surface eleva-
tions in the laboratory can be attributed directly to
the advent of lasers. Using lasers to view and probe
the surface, to obtain two-dimensional velocity fields,
obtain three-component velocities over a small vol-
ume, and facilitate other research has increased steadily
in popularity, and for good reason. These essentially
non-intrusive devices in conjunction with viewing and
forming optics are extremely effective and have proven
to be the system of choice and the state of the art.
Throughout this section on wave height measurement,
the use of the laser is highlighted. The first laser-based
device discussed herein is essentially a laser-based wave
staff [15.210,211]. The laser beam is oriented vertically
and originates from above the water surface. A camera,
in this case one with as little as a single line of pixels,
in an elevation view records the intersection of the laser
beam and the water surface with a small look-down an-
gle from the horizontal and with the line of pixels aligned
with the laser beam (Fig. 15.73). The water is mixed with
a fluorescent dye whose spectral excitation peak over-
laps the wavelength of light produced by the laser. (Often
fluorescein dye is chosen for green–blue laser lines over
rhodamine dyes as the former affects surface tension
less and is safer to use.) A long-wavelength-pass optical
cutoff filter is placed in front of the camera lens to re-
move specular reflections/refractions of the laser beam
from the water surface while passing the light from the
fluorescing dye. Each line of pixel data captured by the
camera is processed to determine the pixel closest to
the transition from the low light levels above the water
surface to the high light levels at and below the water
surface. By recording an image of an object with known
distance markings (i. e., a precise target), a calibration is
determined and the pixel location of the transition from
air to water is converted to elevation. Limits on accuracy
concern the diameter of the laser beam and the angle of
inclination of the camera relative to the horizontal, with
smaller-diameter beams and shallower angles yielding
more-accurate results, see the discussion of laser light
sheet methods in Sect. 15.2.2. Though the measurement
is more accurate at shallower viewing angles, the inter-
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Hydraulics 15.2 Wave Height and Slope 1013

section of the laser beam and the water surface may not
be visible to the camera when the surface shape is highly
three dimensional, as in breaking waves.

In another relatively simple method using a laser
beam, the temporal variation of the free-surface slope
is measured. Slope methods are particularly useful for
measuring capillary waves where, though the ampli-
tudes are quite small, the slopes may be large. In this
method, the laser beam is oriented vertically from above
(or below) and the direction of the beam after refraction
through the interface is measured and related to the lo-
cal surface slope in two directions. Perhaps the simplest
method of measuring the direction of the refracted beam
is to fix a translucent screen horizontally in the air with
the laser beam directed vertically from below the wa-
ter surface, and to view the beam position on the screen
with a video imager from above the screen. A simple
setup is shown in Fig. 15.74a. As can be seen in the
figure, the position of the beam in the imager (once cal-
ibrated by imaging a target of known size or a precise
grid) can be converted to the angle of the beam rela-
tive to the vertical if the height of the screen and the
instantaneous height of the water surface are known.
The difficulty of knowing the water elevation is over-
come approximately if the vertical distance between the
water surface and the screen is much larger than the
wave height. Also, as shown in Fig. 15.74b, a lens can
be placed between the screen and the water surface with
the screen at the focal plane of the lens. In this case,
all beams with the same slope relative to the vertical,
regardless of the water surface height, will be focused
at the same point on the screen. Likewise, the spot on
an opaque screen can be viewed from below, though
the correction may be more difficult. If one is interested
in obtaining the surface height record from the meas-
ured surface slope, one can integrate the slope record if
the surface height at some reference time and the wave
phase speed are known. The phase speed is a theoret-
ically well-known quantity in a linear monochromatic
sea; however, in a physical experiment, problems arise
computing this value accurately (even for monochro-
matic waves) because the phase speed is a function of
the wave height for finite-amplitude waves and the wave
height is, of course, not known. One of the first inves-
tigators to use this technique to measure surface slope
was Cox [15.212], though at that time he used a pin-
hole in a telescope to focus the light on a photocell,
and an incandescent light source rather than a laser.
Other problems Cox experienced included elevation ef-
fects on the light intensity. Sturm and Sorrell [15.204]
presented findings using a similar approach. In their

work, they identified a limiting slope that can be meas-
ured due to total internal reflection of the laser light,
and they avoided the problem of not knowing the sur-
face elevation by requiring the distance of the screen (in
their case a photo cell) to the water surface to be much
larger than the wave height. In addition, they invoked
linear wave theory and used monochromatic waves of
low steepness to demonstrate the effectiveness of the
method, and under those restrictions, the method works
well. It is noted that this technique also has a footprint
(the beam waist at the water surface) that for shorter
wavelengths may affect the data significantly. Lastly,
Saylor [15.213] is mentioned as an investigator who
used total internal reflection to advantage for measur-
ing the surface slope beneath capillary waves of large
steepness.

The literature on surface slope measurement using
lasers is voluminous, and as mentioned previously, it is
not explored adequately here as this is not the purpose
of this handbook. A discussion of several additional
techniques is included in the two subsequent subsec-
tions, however. Extensions of these methods to obtain
additional information are also possible. Using light
reflection from the water surface, Wu et al. [15.214]
developed a technique that enabled the measurement of
surface curvature distribution concurrent with surface
slope in one surface direction, and with it they meas-
ured laboratory-generated wind waves. Subsequently,
Wu [15.215] further enhanced and generalized the
technique to facilitate measurements in both surface di-
rections. Barter et al. [15.216] discuss a method that
measures surface slope and surface elevation simultane-
ously, the latter by measurements of the attenuation of
the beam. This seems difficult to implement accurately
due to water clarity issues. Lastly, we mention the contri-
bution by Jahne et al. [15.217] that discusses the use of
a telecentric imaging system to facilitate simultaneous
measurements of the optical slope and surface eleva-
tion at the same geometric point on the surface. This
novel technique greatly improves surface measurement
capabilities at the expense of a more-complex system.

One additional point worth mentioning with regard
to laser point measurements is whether the laser should
be oriented propagating from liquid to gas, or gas to
liquid. Jahne et al. [15.218] present an argument on the
grounds of sensitivity and range that it is better to have
the laser beam originating in the air and entering the
water from above. We feel that the direction decision
should be based on more-practical considerations; in
particular the steepness of the waves to be measured
plays an important role.
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Buoy- or float-mounted accelerometers (or incli-
nometers) with onboard compasses represent yet another
type of surface elevation measuring device. Typically,
these are station-moored so that their degrees of free-
dom are limited. One popular version of this is the
heave–pitch–roll buoy that measures the three degrees
of freedom that comprise its name. (Two similar instru-
ments that have been developed to obtain directional
spectra and are discussed subsequently are the PUV
gage and the differential pressure gage.) This method
is a point measurement of surface elevation when heave
acceleration only is recorded or available, and is known
generally by the generic name waverider buoy. This in-
strument, of course, has several deficiencies that include
motions other than heave due to imperfect mooring,
and the fact that it is a floating body and thus exhibits
its own dynamics. Although gyroscopic accelerometers
can and are used, they have response times that affect
the accuracy of these instruments, and waveriders are
less accurate in very steep wave conditions where ac-
celerations are large. These packages are very popular
for nearshore measurement and are readily available
commercially. Due to their deficiencies, they are not
recommended for most laboratory uses.

One of the first to investigate a so-called proximity
probe, in this case through the air to the liquid sur-
face was Killen [15.220]. This instrument used sound;
however, since then proximity probes that use other
sources have been developed. Advantages include their
essentially non-intrusive nature and hence their trans-
portability; they can be moved easily along the surface
(for example in towing tank experiments) or held station-
ary without affecting the liquid surface. Typically, their
disadvantages are that the error increases as the slope in-
creases, that standoff distance is an issue, and that they
may have a large footprint on the surface so that the
elevation obtained no longer approaches a point mea-
surement. Though useful in measuring liquid surfaces,
these instruments are extremely popular for use in mea-
suring solid surfaces. In addition, several variations of
these instruments are available commercially, and they
can be used for longer wavelengths in the laboratory.

To conclude this subsection, a few simple ideas of
other types of probes are mentioned. For example, if
one uses fluorescing dyes dissolved in the liquid/water
to make it nearly opaque (and one is not concerned
with surface tension, perhaps due to longer wavelengths
being investigated), a simple column of illuminated
light-emitting diodes (LEDs) oriented vertically can be
used as a wave staff by video recording the column over
time and later counting the number of diodes that are

Fig. 15.75 Laser-induced-fluorescence photograph of a grav-
ity wave that is about to form a weak spilling breaker
from Liu and Duncan [15.219]. The wavy line forming
the boundary between the dark upper region and the lower,
orange region is the intersection of the laser light sheet and
the water surface. Light variations in the bright region of
the image are due to refraction of the light sheet as it en-
ters the water and due to refraction along the line of sight
of the camera as it views the radiant nonuniform light sheet
through the curved water surface between the camera and
the light sheet

visible in the image. Also with this nearly opaque flu-
orescent dye-laden liquid, another possibility is to use
laser light from above, and view the single spot with two
imagers with known geometric position in space, and use
stereo pairs to obtain the spot’s location. This technique
is discussed for an instrument with multiple laser beams
in Sect. 15.2.3. Finally, another technique discussed be-
low that can be used also for point measurements, is the
laser line-scan imaging method.

15.2.2 One-Dimensional Spatial
Measurements

In many instances, one is interested in knowing the
wave/surface shape along a horizontal line. The temporal
history of this shape can be used for a variety of pur-
poses, including the determination of the wavelength,
the dispersion relationship for water waves, and the
spatiotemporal power spectrum. Perhaps the simplest
method to obtain this height distribution is to arrange
an array of wire gages in a straight line, see for exam-
ple Mitsuyasu [15.221] and Wang and Hwang [15.222].
The method is, of course, limited by the length of the
array, which determines the longest wavelength that can
be measured, and the spacing of the wire gages within
it, which determines the shortest wavelength that can
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Hydraulics 15.2 Wave Height and Slope 1015

be measured. It is a useful and robust method that can
be implemented especially in the field, as described in
Wang and Huang [15.222].

Laser-based measurement methods are particularly
well suited to one-dimensional spatial measurements.
One obvious method is, of course, to use an array of
laser wave staffs in the same manner as an array of wire
gages. However, rather than employ the laser method as
a discrete set of wave staffs, the laser beam is usually
expanded optically into a light sheet and an area-based
video camera views (from the side with a small an-
gle from the horizontal) the fluorescence induced at the
air–water interface by the light sheet. In a typical ap-
plication, the laser beam is spread into a sheet either
by using cylindrical lenses or by a rotating polygonal
block with mirrored surfaces. The light source is usu-
ally mounted above the water surface to maximize the
intensity of the laser light and thus the light emitted
by the dye at the water surface. In the camera images,
the region corresponding to the air is dark while the re-
gion corresponding to the water is bright (Fig. 15.75).
The boundary between the dark upper region and the
light lower region is the water surface profile formed by
its intersection with the light sheet. At the time of this
writing, most measurements of this type utilize digital
still or movie imagers rather than film cameras. Tempo-
ral resolution is limited by the maximum frame rate of
the camera and the brightness of the image incident on
the camera’s sensor, which in turn is determined by the
laser power, the width and thickness of the light sheet,
the lens number f , and the concentration and light con-
version efficiency of the dye. If the light sheet is created
with a rotating mirror, the scan rate of the rotating mir-
ror must be set to include several laser beam scans in
each image exposure to insure uniform lighting. Spatial
resolution is limited by the number of pixels imaging
a given distance in the plane of the light sheet and sev-
eral optical effects. One optical effect is the combination
of the thickness of the light sheet and the viewing an-
gle of the camera. As the light sheet becomes thicker
or the camera look-down angle increases (with zero de-
fined as horizontal) the thickness of the light sheet on the
flat water surface as seen in the camera image increases
and the change in image light intensity across the light
sheet–water surface intersection is reduced. This weaker
light-intensity gradient decreases the clarity of the ap-
parent water surface in the image and thus reduces the
accuracy of its measured location. Another limitation is
blockage effects produced by wave features interrupting
the line of sight from the camera to the light sheet–
water surface intersection, or due to the shading of parts

of the water surface by other fractions of the water sur-
face. As mentioned in the above discussion of laser wave
staffs, these blockage effects only become unavoidable
in highly three-dimensional surfaces such as during en-
ergetic wave breaking. Since the ratio of surface height to
length rarely exceeds about 1/7, typical imagers, which
have about the same number of pixels vertically and
horizontally, are poorly utilized with say a wavelength
distributed over the full width of the image but the height
distributed over only a seventh of the image height. Per-
lin et al. [15.223] used a system of cylindrical lenses
to stretch the wave height in the image so that it ex-
tended over additional pixels, thus increasing the vertical
resolution without modifying the horizontal resolution.

In principle, the single-point laser slope gage can
be adapted to measure one-dimensional spatial distribu-
tions of slope by scanning the beam at a high rate in
a plane perpendicular to the water surface and measur-
ing the deflection of the beam by the methods described
in the previous section. However, these scanning laser
slope gage methods have been reserved primarily for
two-dimensional spatial measurements of slope and are
discussed in the following section.

15.2.3 Two-Dimensional Spatial
Measurements

Techniques for measuring two-dimensional spatial dis-
tributions of water surface height suffer from limited
accuracy in the vertical direction and/or limited res-
olution in the plane of the mean water surface. The
most rudimentary of these methods is simply a two-
dimensional array of point measurement devices and
the most straightforward of these is an array of wire
gages. Each gage has the accuracy of an individual wire
gage, but only a limited number of gages can be placed
in a given area of the water surface. A method using es-
sentially an array of laser wave staff devices has been
developed by Carneal et al. [15.224]. The device used
a 10 × 10 array of low-power laser diodes that point to-
ward the surface from above with a small angle relative
to the vertical. The intersection of these laser beams and
the water surface (the water is mixed with a high con-
centration of fluorescent dye) was observed with a single
digital camera that had a 1000 × 1000 pixel array. The
camera viewed the water surface from a relatively small
angle from vertical, on the opposite side of the vertical
from the direction of the laser beams. The image posi-
tions of the illuminated points at the intersection of the
laser beams and the water surface are used (through cali-
bration) to determine the three-dimensional positions of
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these points on the water surface, thus providing a dis-
crete representation of the water surface at each instant
in time. This relatively new method has similarities to
stereo methods discussed below. Its accuracy, particu-
larly in height, is determined essentially by the number
of pixels that the beam–water surface intersection points
move due to the maximum change in surface height.
Thus, its accuracy in the vertical is much lower than the
single laser wave staff where the water surface varies
over the entire column of pixels. Similar to the wire
gage array, this method provides data at only a discrete
set of points within the measurement area. In spite of
these difficulties, this method is non-intrusive and thus
well suited to a number of applications where the use of
wire gages would be difficult or impossible.

Another interesting method for determining the spa-
tial distribution of surface height is stereo photography.
In this method, two cameras separated by a distance d (or
a single camera with a split-screen stereo lens) view the
water surface from above. The images from the two cam-
eras are recorded simultaneously and the overlapping
parts of the images are analyzed to obtain the surface
height distribution. To maximize the region of image
overlap, the cameras are typically pointed toward the
same portion of the water surface. In stereo analysis, the
position of a physical feature in three-dimensional space
is determined from the relative change in position of that
physical feature between the two images. The primary
shortcoming of stereo measurements of water surfaces
is that the image features used for analysis are typically
reflections, say illuminated regions of high water surface
slope or curvature, rather than physical objects. Thus, the
three-dimensional position of the reflection point on the
free surface may be different for each camera because
of their different viewing angles. This introduces errors
in the stereo analysis and the calculated distribution of
surface height. This method has been used by Banner
et al. [15.225] and is discussed by Jahne et al. [15.218].
Recently, Wanek and Wu [15.226] have developed
a three-camera system oriented at an oblique angle to
the water surface and performed a thorough evaluation
of the method by comparison with simultaneous capac-
itance wire gage measurements. Grant et al. [15.227]
also developed a stereo method; however, rather than
use reflections from the water surface as points for stereo
analysis, they marked points on the surface with a 10×10
array of laser beams created with a holographic lenslet
array acting on the beam of a single pulsed Nd:YAG
frequency-doubled laser. The intersection of the beams
with the water surface was viewed with a split-view
stereo camera. No fluorescent dye was used; rather the

intersections of the beams and the water surface were
made visible by scattering from naturally occurring solid
particles in the water. The images were processed to ob-
tain the three-dimensional (3-D) positions of the beam
intersection points with the free surface. Of course, as in
the multi-laser-beam single-camera method discussed in
the previous paragraph, the spatial resolution is limited
by the number of laser beams and the vertical resolution
by the number of pixels of image displacement between
the two images of the same physical feature.

Another optical wave-height method uses moiré
fringes. A moiré projection method is described by
Grant et al. [15.228]. In this method, light is projected
on the water surface through a rectilinear grating. The
water is mixed with fluorescent dye and the projected
light pattern, which is distorted by the shape of the free
surface, is viewed through a camera with an identical
grating at the focal point of its lens. Fringes created by
the interference of the two grids are then counted to
find the surface height along each fringe contour. This
method is not trivial to implement and its accuracy in
height and resolution in the horizontal is limited by the
number of fringes in the image. However, it too can be
useful when non-intrusive methods are required.

Techniques for measurement of surface slope
throughout an area of the free surface are used exten-
sively in the laboratory and the field. The slope imaging
methods described in the following paragraph are the
current state of the art and provide highly accurate slope
measurements with high spatial resolution in the mea-
surement area. Before considering these slope imaging
methods, the scanning laser slope gage is discussed. This
instrument is capable of obtaining the spatiotemporal
spectrum of the water surface slope over a small sur-
face area and has been used by a number of researchers
in both the laboratory and the field. The principles of
these devices are essentially the same as the laser point
slope gage described above; however, in the scanning
devices the beam is traversed at a rapid rate over a rect-
angle or circle on the mean water surface. Typically
the laser beam projects upward from below the water
surface and a system of rotating or oscillating mirrors
and lenses in a submersible housing is used to traverse
the beam over the area of interest while keeping the
beam trajectory vertical. The receiver optics are placed
above the surface. As in the point slope gage, a lens with
a diffuser screen placed above and at its focal plane re-
sults in a direct calibration of beam position to surface
slope without knowing the instantaneous surface height
at the point where the beam passes through the water
surface. The position of the beam on the diffuser screen
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is tracked with a photosensitive position sensor or even
a high-speed digital camera. Such a device was devel-
oped by Bock and Hara [15.229]; it scanned a circle of
diameter 154 mm every 14.4 ms with 237 slope readings
per revolution (a spacing between readings of 2.04 mm).
A similar device described by Li et al. [15.230] scanned
an 81 mm × 81 mm square pattern with 36 × 36 measure-
ment points every 146 ms. These scanning rates and
distances between samples determine the frequency and
wavenumber limits of the spectra produced. Another
critical parameter, as in any laser slope gage, is the diam-
eter of the beam at the water surface. As the surface
wavelength approaches this diameter the instantaneous
slope measurement becomes inaccurate.

Slope imaging methods based on reflection and
refraction have become a common technique for lab-
oratory measurements in recent years. These methods
are capable of measuring time sequences of the sur-
face slope distribution throughout an area of the surface.
Unlike the scanning slope methods, slopes are meas-
ured simultaneously at each pixel in the image covering
the measurement area allowing one to obtain the tem-
poral evolution of the slope field with high spatial and
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Fig. 15.76a,b Schematics of slope imaging devices. (a) System for measuring one component of slope (after the devices
reported in Jahne and Riemer [15.231] and Keller and Gotwols [15.232]). The light box at the bottom of the schematic
produces white light whose intensity varies with position in the plane of the page along the upper surface of the box. The
light intensity is constant in the direction normal to the page. The camera is placed far above the water surface so that
it receives only the vertical light rays. (b) System for measuring two components of slope (after the device reported in
Zhang and Cox [15.233]). The lighting system produces beams of light that approach the water surface with continuously
varying angle and a different color for each angle. The blue and yellow beams are shown in the figure. The point A (B)
on the water surface has a slope such that it turns a light ray from the blue (yellow) beam to the vertical. The camera is
placed far above the water surface so that it receives only the vertical light rays

temporal resolution. The appropriate theory has been
reviewed by Jahne et al. [15.218]. In the present ar-
ticle, only the refraction methods are described since
they have been used most often and since the prin-
ciples of the two types of devices are similar. In the
refraction methods, a light source with spatially varying
intensity or color is placed underwater at a depth such
that its presence does not significantly affect the waves.
A still or movie camera is placed above the water sur-
face. The principles for this refraction method were first
introduced by Cox [15.212], though he used an optical
sensor to measure the slope at only one point. Light-
ing systems with spatially varying white-light intensity
can be used to measure one component of surface slope
over a two-dimensional patch of the surface. One such
system was developed by Jahne and Riemer [15.231] in
which the light source (a modification of the device de-
veloped by Keller and Gotwols [15.232]) consisted of
a glass box filled with a suspension of latex particles in
water (Fig. 15.76a). The light was provided by a row of
lamps directed horizontally at one end of the box. The
light scattering caused by the particles creates an expo-
nentially decaying light intensity in the direction of the
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light projection (say the downwind direction in a wind
wave tank) and a uniform light intensity in the cross-
wind direction. Each elemental area of the water surface
receives light rays from a wide range of points from the
light box, and as each of these light rays passes through
the surface it is bent away from the local surface nor-
mal by refraction. Typically, the camera is placed a large
distance above the tank (i. e., a distance many times the
maximum wave height) so that it receives only the light
rays that are nearly vertical. Thus, tracing the light ray
backward from the camera, each pixel images a small
area of the water surface. At the water surface, this light
ray is turned toward the local surface normal and is di-
rected to a specific point on the surface of the light box.
The light intensity received at the pixel is determined
by the intensity at the corresponding point on the light
box, thus encoding surface slope by light intensity. With
this white-light box, only the slope component in the
direction of the light gradient can be determined. Of
course, both components of slope can be determined in
sequential experiments by rotating the direction of the
light gradient 90◦ about a vertical axis. This can also
be facilitated by using separate sets of lamps on two
perpendicular sides of the box in separate experiments.

This slope imaging method can be extended to si-
multaneous measurement of both components of surface
slope by using a light source with spatially varying
color and a color-sensitive camera, Zhang and Cox
[15.233] and Zhang, Dabiri and Gharib [15.234]. The
system used by Zhang and Cox [15.233] is depicted
in Fig. 15.76b. The light source apparatus consists of
lamps creating an upward-projecting cone of white light,
a horizontal translucent screen with a color pattern, and
a large-diameter lens with its axis oriented vertically and
the lens placed one focal length above the screen. It is
essential that each point on the screen have a different
color. Since the screen is at the focal point of the lens,
all light rays from any point on the screen leave the lens
in a parallel beam whose direction from the vertical is
determined by the position of the point on the screen rel-
ative to the vertical optical axis of the lens. Each point
on the water surface is illuminated by all the different
beams with direction encoded by color. According to the
local slope, only one of these beams is deflected verti-
cally. The camera is then placed high above the water
surface and the pixel corresponding to a given point on
the water surface receives the vertical ray whose color
is then an encoded measure of the local slope. Both the
gray-level and color versions of these slope imaging de-
vices produce a wealth of spatiotemporal information
about the surface slope field and are being used primar-

ily to explore the physics of wind wave systems in both
the laboratory and the field.

15.2.4 Special Surface Elevation
Measurements for Large Laboratory
or Field Use

In many cases, wave height records, particularly
those measured in irregular or random seas, are ex-
pressed on a spatiotemporal frequency-by-frequency
basis (i. e., in the temporal frequency and spatial fre-
quency/wavenumber domain) via Fourier transform
techniques. By Fourier transforming a time series and/or
an instantaneous surface profile, one obtains a complex
representation of the amplitude/energy and phase, or
equivalently the real and imaginary parts of the wave fre-
quency or wavenumber. These spectra are useful for the
study of the physics of water waves for many practical
scenarios (for example, the determination of a transfer
function to convert sea-surface elevation spectra to roll
spectra in a linear systems approach for an offshore plat-
form design), and, most importantly for the discussion
at hand. That is, to properly utilize and analyze the data
recorded by PUV gages (which measure the pressure
and two horizontal components of velocity, hence the
acronym), ADCPs, and such, the amplitude and phase
spectra (a frequency-by-frequency representation of the
linear superposition of waves in the record) are required.
As the topic of this handbook is experimental fluid
mechanics, it is not our purpose to present these data
analysis techniques here. Instead, the interested reader
is referred to the many excellent texts that discuss the
Fourier transformation process for surface waves as well
as for any other temporal series and/or spatial informa-
tion. As a starting point, the texts by Bendat and Pier-
sol [15.235] and Papoulis [15.236] are recommended,
though many other outstanding texts are available. Spe-
cific to the area of water waves, texts by Ochi [15.237,
238] are available, again among myriad others.

The focus of this subsection is to identify some of the
instrumentation available to obtain data in large labora-
tory settings that more closely resemble the field. Instru-
ments discussed include: those that provide a time series
of pressure and the two horizontal components of veloc-
ity concurrently (i. e., PUV gages and variations thereof)
which may be transformed to yield surface height fre-
quency spectra with directional information; slope array
buoys that can be used to determine surface height fre-
quency spectra in time and space (i. e., wavenumber
magnitude, wave frequency, and direction); ADCP de-
vices; global positioning system (GPS) signals that may
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be used to obtain surface height spectra; and multi-
point/grid surface height measurements by wave staff
that can be used to approximate the amplitude and phase
as a function of wavenumber vector, wave frequency, and
direction. The techniques and algorithms that determine
the various types of spectra from temporal and spatial
series are continuing to evolve, as are the methods used
in the laboratory and field to obtain the data series.

The first class of instrumentation to be discussed
measures several of the dependent variables of linear
(inviscid) wave theory at one location; from these data
reconstruction of the directional temporal frequency
spectrum is possible. Of course all these methods have
drawbacks regarding the approximations required and
these drawback result in differences between the com-
puted and actual spectra. Perhaps the most fundamental
approximation, as mentioned above, is the use of lin-
ear wave theory to obtain the spectra. As an example
of such a ubiquitous recorder, the PUV wave gage can
be used to calculate the directional frequency spectrum,
say Sηη(ω, θ) at a horizontal location (where η is the
surface height, ω is the angular frequency, and θ is the
wave propagation direction); here we neglect the phase
spectrum, as is customary. PUV hardware units and their
attendant analysis software are available commercially
and may be used as standalone or shore-wired devices.
Pressure is typically measured with a quartz pressure
transducer while the two components of velocity are
measured via an electromagnetic current sensor (e.g.,
those manufactured by Marsh–McBirney) or an acous-
tic current sensor (e.g., those manufactured by Falmouth
Scientific). Both current sensors yield measurements av-
eraged over a spatial volume on the order of 1 cm3.
Knowing the mass density, the mean of the measured
pressure yields the sensor depth required by the wave
theory. These instruments provide the information re-
quired to obtain the first three components of a Fourier
expansion in direction (i. e., with amplitude and phase).
Variations of these instruments are the UVW (three com-
ponents of velocity) gage, the heave–pitch–roll (HPR)
buoy actually developed ealier, and the differential pres-
sure gage [15.239]. A typical PUV-type gage utilizes
an expansion to obtain the wave propagation direc-
tion based on the seminal work by Longuet-Higgins,
Cartwright, and Smith [15.240] in which an HPR buoy
was investigated. In their formulation, auto- and cross-
spectra of surface elevation, and surface slope in each
of the two directions were used to obtain expressions
for the first five coefficients of the real-valued Fourier-
expansion approximation to the directional spread (for
a complex representation, amplitude and phase, the first

three coefficients are thus available). More recently dif-
ferential global positioning system (GPS) technology
has been used to measure buoy motions and shown to
be equivalent [15.241]. Essentially the same expansion
is used for the various gages mentioned, though differ-
ent Fourier directional coefficients result. In fact if one
measures pressures at other positions locally in space,
additional terms in the expansion are available provid-
ing presumably improved estimates of the directional
temporal frequency spectrum.

At the cost of a more-expensive instrument than
those discussed hitherto, the acoustic Doppler current
profiler (ADCP) is well suited for obtaining the di-
rectional surface elevation spectrum as well as the
water-particle velocity spectra in discrete bins over the
water depth. Typically these units include a pressure
transducer to obtain mean depth and tidal information,
and were originally developed to obtain the current pro-
file as a function of depth. For a complete description
of one such commercially available product see the in-
formation from RD Instruments [15.242]. As a current
profiler the instrument works as follows: four acoustic
beams are paired in orthogonal planes at fixed orienta-
tion with respect to the vertical (typically 20◦ or 30◦),
known as a Janus configuration. The beam-axis compo-
nent of velocity is measured and cell-averaged. The cell
mean current is obtained by subtracting the measured ve-
locities of the opposite beams. Using a cross-correlation
under the assumption of stationary wave fields, the direc-
tional spectrum may be determined, though a larger com-
putational effort is required than if simply using them for
current profiling. One important advantage of the ADCP
compared to the PUV-type devices discussed previously
is its ability to determine velocity profiles to the surface.
As the orbital velocities beneath waves decay expo-
nentially in intermediate and deep water over vertical
distances scaled with the wavelength and since the in-
strument is necessarily positioned below the main orbital
motion, the ability to measure currents to the surface
facilitates quantifying the higher-frequency part of the
spectrum. Obviously these instruments along with the
PUV-type are useful in field operations where hazardous
ice flows exist, or perhaps seaway traffic is high. In the
laboratory, for example in a large, deep basin where
a model is to be used, these instruments may provide the
additional advantage that they can be bottom-mounted
and no longer represent a surface obstacle.

In concluding this subsection, one possible novel
technique on the horizon is that of using GPS signal re-
flections, see Zuffada et al. [15.243]. They discuss the
possibility of measuring sea height and surface rough-
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ness with global positioning system reflections from the
sea surface. A review of the literature at this juncture in-

dicates that this technique is still under development and
that the associated difficulties remain largely unresolved.

15.3 Sediment Transport Measurements

15.3.1 A Brief Introduction
to Sediment Transport

Sediment transport is a broad subject with many intri-
cacies. Many books have been written about sediment
transport [15.244, 245], and the reader is encouraged to
explore these books for more detail on this complex sub-
ject. Nevertheless, a brief discussion about some of the
basics of sediment transport is warranted herein to help
clarify some of the issues surrounding measurements
associated with sediment transport.

Sediment transport measurements are difficult for
a number of reasons:

• Natural sediment is opaque, making optical penetra-
tion difficult.• Sediment transport is strongly dependent on flow
properties, and instrument intrusion can be a prob-
lem, especially near the bed.• Most sediment transport occurs in complex physical
environments, such as near bed forms and bound-
aries.

Sediment transport is extremely important in fluvial,
oceanic, and Aeolian (wind-blown) geomorphology. For
the sake of brevity, waterborne sediment transport will
be the focus of discussion herein. Even so, many of
the methods described can also be applied (perhaps in
slightly different forms) to Aeolian sediments.

Traditionally, sediment transport has been subdi-
vided into three components: bed load, suspended load,
and wash load. Bed load is the mass flux of sediment par-
ticles that travel along the bed by rolling, bouncing, and
sliding. Flow drag pushes the particles along the bed,
and momentum exchange between the particles and the
bed is often significant. Bed load is extremely difficult
to measure accurately, and while new, innovative tech-
niques have been proposed, none have proven effective.
The primary problem is that bed load travels in a thin
layer in the part of the flow with the strongest velocity
gradient. Thus, it is difficult to accurately measure the
velocity and number of all mobile particles that make
up the bed load.

Suspended load consists of sediment that is entrained
into the flow by turbulence. Sediment suspensions are
not true suspensions, but consist of particles that settle

out of the flow in the absence of turbulence. Suspended
particles have a finite fall velocity. What distinguishes
bed load from suspended load is that suspended particles
may travel many grain diameters from the bed, and do
not come into contact with the bed as frequently as bed
load particles. Like bed load, the suspended sediment
concentration at the interface between the bed and the
water is generally very important and also very difficult
to measure accurately [15.246], but for the most part,
suspended load is less difficult to measure than bed load.

Wash load consists of very fine sediment particles
that do not easily settle once they are entrained into the
flow, even in the absence of turbulence. The wash load is
nearly a true suspension. Because of this, wash load par-
ticles are finer than particles found in the bed. Since wash
load particles are fine, they are usually also cohesive.
We will limit our discussion of the theory of suspended
sediment primarily to noncohesive sediment because,
while cohesive sediment is very important, it is also very
complicated. Many of the suspended load measurement
techniques described in this chapter can be applied to
wash load sediment measurements. However, there are
issues associated with particle breakdown and floccula-
tion that must be considered, and in situ measurements
of cohesive sediment are often preferable [15.247].

Suspended Load Transport
The ultimate goal of sediment transport work is often
to determine rates of erosion and/or deposition of sedi-
ment. In order to find either of these quantities mass flow
rate of sediment must be measured. To demonstrate the
importance of sediment mass flux for suspensions of fine
sand, we begin with the mass conservation equation

∂c

∂t
+ ∂Fsi

∂xi
= 0 , (15.28)

in which c is sediment concentration, t is time, xi rep-
resents the three principle coordinate directions, and Fsi
is the flux of suspended sediment in the i-th direction.
For fine sediment with a terminal fall velocity vs the flux
can be written as:

Fsi = (ui −vsδi3) c , (15.29)

where ui is the flow velocity and the third principle di-
rection is in the vertical. Essentially, (15.28) and (15.29)
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state that suspended sediment follows the flow exactly
except for in the vertical direction. In the vertical di-
rection the velocity of the sediment is the difference
between the flow velocity and the terminal fall velocity
of the sediment.

If the velocities and concentrations are decomposed
into time-averaged and fluctuating components and
back-substituted into (15.28) and (15.29), subsequent
Reynolds averaging produces the equation:

∂c

∂t
+ ∂Fsi

∂xi
= 0 (15.30)

in which

Fsi = (ui −vsδi3) c+u′
i c

′ . (15.31)

The overbars in (15.30) and (15.31) indicate time-
averaged quantities and the primes indicate fluctuations
about the time average. The flux given by (15.31)
has three components: advection by the mean velocity
(uic), fall velocity of sediment in the vertical direction
(−vsδi3c), and the turbulent Reynolds flux of sediment
(u′

i c
′). Consider the vertical component of the flux given

by (15.31). The fall velocity of the sediment always
transports the sediment towards the bed. If the channel
bed is flat and nearly horizontal, u3 is zero near the bed.
In this case, suspended sediment transport only occurs if
the Reynolds flux term is nonzero (i. e., suspended sed-
iment transport cannot be sustained in the absence of
turbulence).

For closure, the Reynolds flux is often modeled
following Prandtl’s mixing-length hypothesis:

u′
i c

′ = −Dd
∂c

∂xi
. (15.32)

Here Dd is the kinematic eddy diffusivity of the flow.
For fine sediment, it is often assumed that the eddy dif-
fusivity and the eddy viscosity are equal. Then, the eddy
diffusivity can be obtained directly from knowledge of
the flow field.

Solving (15.30) through (15.32) for any given flow
requires a flow model and boundary conditions. For open
channel flows, boundary conditions are applied at the
free surface and near the bed. The free surface bound-
ary condition is simply that the flux of sediment at the
gas–fluid interface is zero. The boundary condition at
the bed has historically taken on two forms: specifying
the near-bed concentration, and specifying the entrain-
ment (vertical Reynolds flux) of sediment from the bed.
Entrainment is perhaps more difficult to measure than
concentration, but for uniform flows, entrainment can
be directly calculated from concentration measurements
using (15.31). Near-bed concentration and entrainment

are usually correlated to the average bed shear stress (or
shear velocity) by equations. Examples include Smith
and McLean [15.248], van Rijn [15.249], and García and
Parker [15.250]. For nonequilibrium flows, it is more ap-
propriate to use entrainment as the boundary condition
so that particle settling and particle entrainment can be
simultaneously modeled in (15.31).

Bed Load Transport
Bed load is sediment that is transported by saltation
(rolling, bouncing, and sliding) adjacent to the bed. For
bed load composed of fine sediment, the saltation layer
is very thin. Unlike suspended load, bed load can be
sustained in the absence of turbulence. In practice, bed
load is usually calculated using equations that correlate
bed load with the average dimensionless bed shear stress
(Shields stress)

τ∗ = τ

ρgRD
, (15.33)

where τ is the bed shear stress, ρ is the density of the
fluid, g is the gravitational acceleration, R is the sub-
merged specific gravity of the sediment (ρs/ρ −1), ρs
is the density of the sediment, and D is the median
diameter of the sediment. The critical shear stress – the
minimum dimensionless shear stress at which sediment
resting on the bed will begin to move – is also impor-
tant. Most bed load functions give the dimensionless bed
load q∗ as a function of shear stress raised to the power
of 1.5. The dimensionless bed load, or Einstein number,
is defined as

q∗ = qb

D
√

gRD
, (15.34)

where qb is the volume flux of bed load per unit width of
bed. As an example, a frequently used bed load formula
is the Meyer-Peter and Muller [15.251] formula

q∗ = 8
(
τ∗ − τ∗

c

)3/2
, (15.35)

where τ∗
c is obtained by substituting the critical shear

stress into (15.33). The reader should be aware that
Wong [15.252] has found a discrepancy in this formula
and provides a viable correction. Many others [15.253–
256] have developed relations between bed load and bed
shear stress; most equations rely on the critical shear
stress as well.

Shear Stress
As discussed, existing bed load and suspended load the-
ories rely heavily on accurate measurement of bed shear
stress. Average bed shear stress has long been the corre-
late of choice because it is easy to estimate for uniform
channels and it occurs where sediment transport begins
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and ends – at the interface between the fluid and the bed.
In open channel flow, the momentum principle is often
applied to determine average bed shear stress. For ex-
ample, in steady, uniform flow the momentum equation
can be used to show

τb = √
ρgRhS , (15.36)

where τb is the bed shear stress, ρ is the density of the wa-
ter, g is the gravitational acceleration, Rh is the hydraulic
radius of the channel, and S is the energy slope of the
channel. For transport in an infinite fluid, velocity mea-
surements can be used to get the time-averaged velocity
profile, which can be used in conjunction with known ve-
locity distributions to assess the average bed shear stress.

Determining average bed shear stress is relatively
easy for uniform flows with flat beds, but determining
instantaneous, local shear stress is not easy, especially if
the bed is not flat. Sediment transport is strongly influ-
enced by local variations of shear stress and turbulence
bursts, and measuring spatial and temporal variations
of shear stress is important. Current methods of mea-
suring local shear stress (hot film sensors, chemical
rate sensors, etc.) are impractical above movable beds.
Several methods for estimating shear stress from re-
lated measurements have been suggested. Dewey and
Crawford [15.257] suggest that bed shear stress can be
indirectly estimated from near-bed measurements of the
time-averaged velocity profile, the Reynolds stress, or
the turbulent dissipation rate. However, in complex flows
these estimates are often inaccurate [15.258]. Other mea-
surements that have been introduced as a replacement
for average bed shear stress include turbulent kinetic
energy [15.259] and velocity [15.260] near the bed.
Measurement of bed shear stress, and bed shear stress
substitutes, above movable beds is the subject of ongoing
research.

Summary
In summary, important measurements in sediment trans-
port include concentration, mean and instantaneous sed-
iment flux, and bed shear stress. It is clear that the fluxes
and concentrations of greatest importance are often lo-
cated near the bed. In fact, this is the most difficult part of
the flow in which to measure concentrations and fluxes
because concentration gradients and velocity gradients
are very high, requiring good spatial resolution. In addi-
tion, the presence of high concentrations of suspended
sediment makes most techniques difficult to apply.

The fundamental measurement associated with sed-
iment transport is sediment mass flux, or mass flow rate
of sediment. Measuring the instantaneous mass flux re-

quires either a direct time-based measurement of mass
or simultaneous measurement of sediment concentration
and velocity. In addition, the sediment size distribution
is often important. When measuring fluxes of suspended
sediment, it is common practice to measure concentra-
tion only and to assume that the mean velocity of the
sediment and the flow are equivalent. For bed load mea-
surements, however, the only proven methods require
timed collection of bed load samples. This is because
the bed load layer is extremely thin, and simultaneous
measurements of bed load sediment concentration and
velocity are at this time impossible.

15.3.2 Methods of Measuring Suspended
Sediment Transport

For useful concentration measurements, measuring de-
vices must have good spatial resolution and a small
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Fig. 15.77a,b Two common manual sampling devices:
(a) a laboratory system with two manual sampling tubes,
(b) a US DH-48 depth-integrating bottle sampler

Part
C

1
5
.3



Hydraulics 15.3 Sediment Transport Measurements 1023

Table 15.3 Properties of suspended sediment samplers. Properties given in the table are estimates based on experience, published
literature, and manufacturers specifications. Actual properties may vary with design and implementation

Characteristic Manual samplers Optical backscatter Single-frequency LISST FBRM
acoustic backscatter
(ABS)

Typical ≈ 0.1 Hz ≈ 10 Hz ≈ 10 Hz Up to 4 Hz ≈ 0.1 Hz
maximum or less – generally less. Concentration
sampling rate 1 Hz cited dependent

by Wren et al.
[15.261]

Typical Circular inlet Cone Frustum of a cone Small cylindrical Circular annulus
estimated Diameter: Half angle: 15◦ Frustum height: ≈ 0.5 cm volume Diameter: ≈ 1 cm
measuring 0.3 to 0.7 cm Cone length: ≈ 2.5 cm Frustum radius: Length 2.5 cm Volume: ≈ 1 cm3

volume Cone volume: ≈ 1 to 5 cm Volume: ≈ 1 cm3

dimensions ≈ 1 to 3 cm3 Frustum volume:
≈ 2 to 40 cm3

Intrusiveness Intrusive Moderately intrusive Non-intrusive Intrusive Intrusive
Optimal/typical Silts and sands Clays and silts Sands 2 to 400 µm 1 to 1000 µm
size range
Maximum Very large ≈ 2% ≈ 2% ≈ 0.2% ≈ 2%
concentration (depends on sediment
(by volume) size/type)
Sediment size Simultaneously Sensor can only Sensor can only Measures size Measures size
distribution measures size measure concentration measure concentration distribution distribution – may

distribution of the sediment of the sediment and concentration take substantial
and concentration distribution used distribution used time to gather

in its calibration in its calibration enough data
Overall 20 to 100% 10 to 30% 10 to 30% 20% Unknown
accuracy pump-type
of concentration isokinetic
measurements samplers have

highest accuracy
Ease of use Easy to implement Easy to use with Moderately Relatively Relatively

but time-consuming. proper data logging. difficult to use complex complex
Calibration Calibration is with proper data
unnecessary but required and may be logging. Calibration
isokinetic time consuming is required and may
requirement adds be time-consuming
a level of complexity

Relative Inexpensive Moderately Moderately expensive Expensive Expensive
initial cost inexpensive

measuring volume. For two-dimensional flows the span-
wise and lengthwise dimensions of the measuring
volume are not critical, but height of the volume should
be small relative to the thickness of the boundary
layer. A small measuring volume height is necessary
since most vertical distributions of suspended sedi-
ment are nonlinear. In unsteady flows and in flows
in which the response of sediment to turbulence is
to be measured, a good time response may also be
required.

The most widely used methods of measuring sus-
pended sediment transport are relatively old because
they are inexpensive and do not require extensive
calibration. In fact, traditional methods of sediment
measurement are generally the standard by which new
techniques are calibrated. Recent reviews of technology
available to measure suspended sediment concentrations
include those of White [15.246] and Wren et al. [15.261].
Another useful review, albeit somewhat older, is pro-
vided by van Rijn and Schaafsma [15.262].
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Typical characteristics of three of the more widely
used methods of measuring sediment concentration and
size distribution – manual sampling, optical backscat-
ter (OBS), and acoustic backscatter (ABS) – are given
in Table 15.3. Two relatively new technologies that al-
low rapid measurement of nonuniform sediment size
distributions, laser in situ scattering and transmissome-
try (LISST) and focused beam reflectance measurement
(FBRM), are also shown in the table. These newer
technologies are costly, flow intrusive, and difficult
to implement. Nevertheless, their ability to measure
both concentration and size distribution makes them
worthy of discussion. Note that specifications given
in Table 15.3 are estimates and vary somewhat with
instrument design and implementation.

Manual Sampling
Of the three most widely used sampling techniques, only
manual sampling provides direct, simultaneous mea-
surements of concentration and sediment size range.
Unfortunately, manual sampling is flow intrusive, re-
quires sample processing (samples must be dried and
weighed), and has poor temporal resolution; optical and
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Fig. 15.78 Sampling efficiency of a manual sampler as a func-
tion of sampler orientation, sediment size, and sampling velocity
(after [15.263])

acoustic techniques offer some advantage over manual
sampling in these areas.

Manual sampling has been utilized extensively for
measuring sediment concentration in sediment trans-
port research [15.264–269]. There are many different
types of manual samplers [15.262, 270], two of which
are shown in Fig. 15.77. Although there is variation in
ease of use, efficiency, and accuracy, most samplers op-
erate similarly. Manual samplers generally consist of
a small tube through which sediment/water mixtures
are pumped, siphoned, or forced by the flow. The sus-
pensions are carried into a container where they are
deposited until sediment concentrations and size ranges
can be determined by sieving and weighing the sam-
ples. Usually, the sampler nozzle is aligned with the
flow, and samples are pumped at the same velocity
as the unobstructed flow velocity – a process referred
to as isokinetic sampling. Sampling tube diameters are
typically 3–7 mm. Since volumetric sediment concen-
trations are measured directly, results gathered with the
sampler are relatively accurate, but maintaining isoki-
netic sampling is not always easy. Errors result if the
sampling velocity is not the same as the flow velocity
because the sediment has a higher density than the fluid,
and any redirection of streamlines leads to a change in
sampled concentration. Winterstein and Stefan [15.269]
and Bosman et al. [15.263] demonstrated that the ac-
curacy of manual samplers varies with sampling rate,
sediment size, and the angle of the sampler relative to
the flow velocity. On the other hand, correction factors,
such as those shown in Fig. 15.78 [15.263], can be used
to adjust concentration measurements as long as the un-
obstructed flow velocity is known. In Fig. 15.78, α is the
trapping efficiency (the ratio of the sampled to the true
concentration), us is the sampling velocity, and uc is the
unobstructed flow velocity. If the unobstructed flow ve-
locity is unknown, it is generally best to sample at a high
rate. Figure 15.78 demonstrates that sampling at a ve-
locity that is higher than the flow velocity may result in
acceptable error. For example, the accuracy is reduced
by less than 25% for 0.45 mm sand when intake veloci-
ties are two to three times the flow velocity. Reductions
in accuracy are even smaller for fine sand. Hay [15.271]
and others have suggested that sampling at velocities
of as much as four times the flow velocity results in
acceptable concentration measurements.

For most flows of interest, manual samplers have
good spatial resolution. Furthermore, manual samplers
can be used to measure suspensions of nonuniformly
sized sediment distributions. Although the samplers do
obstruct the flow, they are often small in comparison to
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the scales of interest. However, of the most widely used
methods, manual sampling is one of the most intrusive.
Manual samplers have three main drawbacks. First, it
has already been mentioned that the unobstructed flow
velocity must be known in order to sample the flow
accurately. In most cases, measurements of suspended
sediment concentration are most important near the bed,
but this is also the very region where it is most difficult
to gather an isokinetic sample or to determine the un-
obstructed flow velocity. Second, manual samplers have
poor temporal resolution. It typically takes a minute or
more to gather a manual sample [15.265]. Thus, manual
sampling is not suitable for finding correlations between
instantaneous concentration and velocity (e.g., measure-
ment of the Reynolds flux) or shear stress. Finally,
measurements are inconvenient and require postprocess-
ing to assess size ranges and sediment concentrations.

Aligning manual samplers with the flow is important
but not critical. Nelson and Benedict [15.272] suggested
that a 20◦ misalignment of the intake has negligible in-
fluence on the accuracy of concentration measurements.
Figure 15.78 further demonstrates this. For isokinetic
samples, a measurement error of only 20% is expected
for a 90◦ misalignment when 0.17 mm sand suspensions
are sampled.

A depth-integrating bottle sampler, a field version of
the manual sampler, is shown in Fig. 15.77. The depth-
integrating sampler is intended to be drawn through the
water column at a constant rate in order to determine
the total suspended load in a river. Bottle samplers are
widely used and have the same characteristics as labora-
tory samplers, except that they have a larger profile. The
fill rate of most bottle samplers is dependent on depth
(because of hydrostatic pressure variation) and flow
velocity. To accommodate isokinetic sampling, some
bottle samplers have a variety of nozzle sizes. Nozzle
sizes are selected to achieve the appropriate sampling
velocity [15.270].

Optical Techniques
A number of optical techniques have been utilized to
measure suspended sediment concentrations. The ma-
jority of optical samplers can be divided into two
categories: optical transmission [15.273–275] and op-
tical backscatter [15.276]. Optical transmission devices
consist of one or more transmitter/detector pairs. The
transmitter is typically an infrared light-emitting diode
(LED) and the detector is a photoresistor or photodiode.
High concentrations of suspended material reduce the
amount of light that travels between the transmitter and
the detector.

Optical backscatter (OBS) is a more widely used
method for measuring suspended sediment concentra-
tions. In the case of OBS sensors, an emitter transmits
light into a small measuring volume, and light re-
flected from sediment suspended within the sampling
volume is measured by a photodetector. The device is
a point measurement device, and is relatively easy to
implement. The output of the sensors increases lin-
early with concentration. A typical calibrated sensor
can be used to detect sand concentrations of up to
50 g/l and is accurate to ±0.1 g/l according to the
D&A Instrument Company [15.277]. Errors associated
with calibration and implementation reduce the accuracy
significantly.

Compared to other electrical devices, transmissome-
ters and OBS sensors are relatively cheap and have high
temporal response of about 10 Hz [15.278,279]. Optical
sensors have two shortcomings. First, they are somewhat
intrusive for small-scale flows. A typical OBS sensor is
approximately 3 cm in diameter and 20 cm in length,
and has a measuring volume on the order of 3 cm3,
which is located a small distance from the sensor. Ori-
entation of the sensor can be easily altered, reducing
sensor intrusion, but the sensors are point measurement
devices, and if an entire vertical profile is desired, mul-
tiple sensors are required. Second, although Green and
Boon [15.280] propose a method of deciphering size
distribution from OBS measurements, standard OBS
sensors can only measure concentrations of homoge-
neous suspensions [15.246]. The sensors are calibrated
by assuming that increasing reflection intensity is asso-
ciated with increasing concentration. Variations in grain
size cause a breakdown in this assumption. Furthermore,
even if concentration measurements were unaffected by
particle size, it would be desirable to be able to deter-
mine the size gradation of any given sample. Sutherland
et al. [15.281] also reports some sensitivity of OBS
sensors to sediment darkness or hue, such that even if
sediment size is constant, a change in the sediment color
may lead to a change in sensor calibration.

White [15.246] suggests that OBS sensors do not
work as well near the bed because they interfere with
the flow, and near the water surface, natural light can in-
terfere with OBS measurements. Using OBS sensors is
relatively simple as long as they are properly calibrated.
In situ calibration is best (using isokinetic samplers), and
the sensors must be calibrated with the same sediment
that they will be measuring. OBS sensors are particu-
larly susceptible to biofouling (becoming covered with
algal slime) if used for more than a few days [15.282].
The effects of biofouling can be avoided by periodi-
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cally cleaning the OBS lens. It is possible to automate
cleaning [15.283] but this adds cost to the system.

Beach et al. [15.278] tested a fiber-optic backscat-
ter (FOBS) sensor. The FOBS sensor is less intrusive
than a standard OBS sensor, with a tip diameter of only
4 mm. Its small size reduces instrument flow interference
near the bed. Apart from their size, FOBS sensors have
characteristics that are similar to those of standard OBS
sensors. Beach et al. [15.278] reported a concentration
measurement range of 0–200 g/l for the FOBS sensor
that they used. Figure 15.79 shows the approximate di-
mensions and measuring volume of a FOBS sensor. The
extant of the measuring volume varies somewhat with
concentration, but it is estimated to be about 3 cm3 in
size. Puleo et al. [15.284] used an array of FOBS sensors
to measure vertical concentration profiles of 0.44 mm
sand in the swash zone of a beach. Near the bed, the
sensors were spaced at 1 cm intervals; sensors that were
below bed level had saturated output and were used to
identify bed elevation. Recently, fiber-optic backscatter
(FOBS) sensors have also been used to measure sedi-
ment deposition rates Ridd et al. [15.283]. Ridd et al.
were able to measure sediment deposition rates with
a resolution of 0.01 mg cm−2 at an estimated accuracy
of 5% in still water.

Laser-based devices can be used to measure size,
concentration and particle velocity [15.246]. Two rel-
atively new laser based techniques, focused beam
reflectance measurement (FBRM) and laser in situ scat-
tering and transmissometry (LISST) can be used to
determine the size distribution of suspensions of nonuni-
form particles in situ. The FBRM uses a focused, rotating
laser to measure particle size range [15.285–287]. When
the focused laser intercepts a particle, light is re-
flected to a photosensor. Since laser rotation speed is
known and the time of light reflection is measured,
the chord length of the intercepted particle can be de-
termined. Assuming all of the particles are spherical,
sediment size distribution can be statistically deter-
mined. After integrating over a period of time, the
entire size range in the vicinity of the sensor can be
determined.

LISST devices rely on transmission and refraction of
light by suspended particles to determine both sediment
concentration and size distribution [15.288,289]. A col-
limated laser is focused through the sampling volume
towards a group of concentric photo-optic sensor rings.
The laser and the central sensor can be used as a trans-
missometer, detecting concentration. The outer sensor
rings sense light diffraction – a particle-size-dependent
property. The maximum measurable concentration is
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Fig. 15.79 Illustration of a fiber-optic backscatter (FOBS)
sensor and measuring volume (shown as the shaded region).
Volumes illuminated by the single transmit fiber and sensed
by the dual receive fibers are also depicted. (After [15.278])

limited to about 0.2% by volume, although this limit
can be adjusted with design changes. Typical accu-
racy of concentration measurements is on the order
of 20% over the range of sediment sizes that the
LISST is designed for [15.290]. Drawbacks of the
FBRM and LISST are flow intrusiveness (both are
significantly larger than OBS sensors) and cost. Fur-
thermore, the response time of these devices, though
in general better than manual sampling, is still slow
compared to OBS and acoustic devices. Nevertheless,
many field researchers choose to use a single LISST
or FBRM device in conjunction with OBS sensor ar-
rays or acoustic sensors, simply to determine the size
ranges of suspended sediments [15.291]. Both FBRM
and LISST require some degree of calibration, and
like all optical sensors, both devices are susceptible to
biofouling.

In laboratory studies, velocity and concentration
fields have been simultaneously determined for sus-
pended sediment transport of uniform sediment using
particle tracking velocimetry techniques. This requires
discrimination of flow tracers and sediment particles.
There are two methods of discriminating between flow
tracers and suspended sediment. The first method is
to seed the flow with fluorescent tracers, and to use
a filter to eliminate all but the light emitted from the
tracers [15.292]. The second method is to discriminate
based on particle size [15.293], something that can only
be done if the sediment and the flow tracers are signifi-
cantly different in size. Size distributions of suspended
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sediment can also be determined using photographic
techniques [15.294]

Acoustic Techniques
Over the last two decades, there have been signif-
icant advances in the use of acoustics to measure
suspended sediment. Acoustic sensors have been suc-
cessfully applied both in the field [15.295, 296] and
in the laboratory [15.297, 298]. Like optical transduc-
ers, acoustical transducers have been developed that
are based on transmission [15.262, 299], but backscat-
ter devices have been favored because of their ability
to measure entire concentration profiles. Thorne and
Hanes [15.300] provide a review of acoustic backscatter
devices (ABS), which have the potential to simultane-
ously measure concentration profiles, velocity profiles,
and bed topography. ABS devices have some distinct
advantages over manual sampling and optical meth-
ods: first, they measure entire concentration profiles
nearly non-intrusively; second, data collection is very
rapid; and third, once calibrated, an ABS device can be
operated without significant sample processing.

Figure 15.80 depicts how ABS devices measure con-
centration. ABS operation is initiated when the device
transmits a pressure pulse into the water column. The
pressure pulse travels through the water column at the
speed of sound (≈ 1500 m/s in water). As it travels
through the water column, a fraction of each pulse is
reflected back to the transducer by particles suspended
in the water. The strength of the return signal is directly
related to the sediment concentration. It takes more time
for reflections to return from scatterers that are more dis-
tant from the transducer. Thus, an entire profile of the
sediment concentration can be resolved by measuring
the strength of the return signal as a function of time. The
amount of time required to gather an entire profile equals
the time that it takes for the acoustic pulse to travel from
the transducer to the most remote measuring volume and
back. Since the speed of sound in water is so high, gath-
ering one concentration profile only takes a fraction of
a second. However, pressure waves backscattered from
sediment particles are Rayleigh distributed, and multi-
ple profiles must be averaged to measure concentration
with any degree of accuracy [15.279,300]. Typical ABS
devices gather profiles at 100 Hz. Averaging enough pro-
files to reduce concentration uncertainty to about 25%
reduces temporal response to 5–10 Hz, depending on the
ABS device configuration (short profiling ranges allow
higher sampling rates).

ABS sampling volumes are shaped like the frustum
of a cone. The radius of the sampling volume increases
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Fig. 15.80 Depiction of ABS operation. One of the sampling vol-
umes is enlarged to illustrate acoustic reflections from individual
particles. The measurement region is composed of many such sam-
pling volumes which become active as the acoustic pulse travels
through them

with distance from the transducer because the acoustic
pulse spreads as it propagates through the water. The
radius of the sampling volume of a typical device may
vary between 1 and 5 cm over a 1 m profile. If small
sampling volumes are desired, the device should be in-
stalled close to the region of interest [15.298]. The height
of the sampling volume is dependent on the duration of
the transmitted pulse. An estimate of the shortest reli-
able pulse is about five transducer cycles. For a 2 MHz
ABS transducer this translates to a minimum sampling
volume height of about 0.2 cm; so fairly good spatial res-
olution can be achieved with ABS devices. More often,
sampling volume heights are on the order of 0.5 cm. The
height of the sampling volume also affects the ability of
the ABS device to measure near-bed concentrations. The
bed produces a very strong acoustic reflection, making
it impossible to measure bed load concentrations.

For the same concentration, different sizes of sus-
pended sediment will return different signal strengths
to the ABS transducer. Consequently, if nonuniform
distributions of sediment are present, a strong signal
could indicate low concentrations of course sediment,
high concentrations of fine sediment, or some combina-
tion of the two. Multifrequency ABS systems have been
used to simultaneously determine concentration and sed-
iment size [15.296, 301]. However, it has only been
possible to simultaneously discern the concentration and
mean sediment size of unimodal sediment distributions.
Nonuniform size distributions still cannot be resolved
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with multifrequency ABS Systems [15.246]. Further-
more, Lynch et al. [15.302] state that acoustic devices
are limited to measuring particle sizes of greater than
25 µm. Incidentally, acoustical and optical backscatter
devices can also be used in combination to simulta-
neously estimate suspended sediment particle size and
concentration with reasonable accuracy [15.302].

ABS systems consist of a transducer/amplifier com-
bination and a high-speed data-acquisition system. The
data acquisition system must be able to capture the
amplitude of acoustic return signals with frequencies
of up to 5 MHz. For instance, Admiraal and Gar-
cía [15.298] used a 20 MHz data acquisition board with
a 2.25 MHz transducer. One alternative is to use an en-
velope detector to detect only the peaks of the acoustic
return pulse. Using this approach, the transducer out-
put can be sampled at a lower rate. However, in some
cases, filtering the transducer output can reduce spatial
resolution.

Equations describing acoustic backscattering by sus-
pended sediment have been given by Hay [15.271],
Thorne and Campbell [15.303], and Thorne et al.
[15.304]. According to Admiraal and García [15.298],
the voltage output v of a typical ABS for measurements
in the far field is

〈
v2

〉
= C

M

r2 e−4αtr , (15.37)

where M is the mass of scatterers per unit volume
of fluid, r is the distance from the transducer to the
measuring volume, and C is a constant determined by
calibration. According to Thorne et al. [15.304], mea-
surements are in the far field as long as

r >
επa2

t

λ
, (15.38)

where ε is approximately 2, at is the radius of the trans-
ducer, and λ is the acoustic wavelength. The acoustic
signal is attenuated as it travels through the water, both
by particles in the water and by the water itself. The total
attenuation coefficient αt is given by

αt = αw + 1

r

r∫

0

αs dr , (15.39)

where αw is the attenuation of the acoustic pulse by the
water and αs is the attenuation of the acoustic pulse by
sediment suspended in the water. Attenuation of sound

by water is given by Fisher and Simmons [15.305] as:

αw

= (
55.9−2.37T +4.77 × 10−2T 2 −3.48 × 10−4T 3)

× 10−15 f 2(1−3.84 × 10−4 p+7.57 × 10−8 p2) ,

(15.40)

where f is the frequency of the transmitted signal in Hz,
T is the water temperature in ◦C, and p is the absolute
pressure in atm. According to Hay [15.271], the atten-
uation due to particles in the water is negligible when
concentrations are less than 1% by volume. For high
concentrations of suspended sediment, attenuation due
to the sediment is dependent on the concentration, mak-
ing concentration profiles more difficult to determine.
The attenuation can be corrected for by first computing
the concentration closest to the sensor, then calculat-
ing the corresponding attenuation, then calculating the
concentration slightly further from the sensor (using the
previously calculated attenuation correction), and so on
until the entire concentration profile is resolved. The at-
tenuation due to the suspended sediment has been shown
to follow the relation [15.271, 306]:

αs = ζ M , (15.41)

where ζ is a constant dependent on the sediment char-
acteristics.

To find the constants C and ζ in (15.37) and (15.41)
the ABS device must be calibrated. Once C and ζ are
known, an acoustic pulse can be transmitted, the re-
turn signal can be measured as a function of time,
and (15.37) through (15.41) can be solved to get the
mass concentration as a function of distance from the
transducer.

While acoustic sensors have been primarily used to
measure suspended sediment concentration, it is also
possible to use the Doppler shift of the return signal to
measure the sediment velocity or flux [15.297,307,308].
Likewise, acoustic devices designed for measuring flow
velocities can also be used to measure sediment con-
centration. Examples include acoustic Doppler current
profilers [15.291] and cross-correlation velocity pro-
filers [15.309]. Gartner [15.291] compared suspended
sediment concentration measurements made with acous-
tic Doppler current profilers (ADCP) and OBS devices.
Measurements from the two instruments were well
correlated in some locations, but near the bed, mea-
surements did not agree. Nevertheless, the ADCPs did
provide useful information about the suspended sedi-
ment concentration profile. Holdaway et al. [15.310]
had some success using an ADCP to measure suspended
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sediment concentrations. In their study, they compared
concentrations measured using the signal strength of an
ADCP with transmissometer measurements. Holdaway
et al. [15.310] demonstrated that the ADCP provides
useful concentration information, but requires in situ
calibration and independent information about the local
particle size distribution.

Acoustic devices are very sensitive to coarse sedi-
ment, while optical sensors are more sensitive to fine
sediment [15.262, 279]. Even so, the presence of fine
air bubbles or particles other than the sediment particles
can result in erroneous acoustic concentration measure-
ments, particularly for low concentrations of suspended
sediment [15.246, 279, 298]. The possibility that partic-
ulates or air bubbles are contaminating the output can be
eliminated by verifying that the output of the device is
zero when no suspended sediment is present. Osborne
et al. [15.279] did a side-by-side comparison of OBS
and ABS devices and found that agreement between the
two devices was quite good. Concentration measure-
ments using the two devices were within 10% of each
other for time scales of several minutes – in their ex-
periments it was not practical to compare instantaneous
measurements.

Calibration of Acoustical
and Optical Sensors

In order to use acoustical and optical measuring devices,
the devices must first be calibrated. All parts of the sen-
sor must be underwater, and temperature is important. It
is best if these devices are calibrated in situ, most likely
using manual samplers. If it is not possible to calibrate
the device in situ, it can also be calibrated in a labora-
tory facility. The facility in which the device is calibrated
should have a known or measurable suspended sediment
distribution. Hay [15.271] lists a number of calibration
methods, including the sediment-laden jet that he used to
calibrate his acoustic sensor. Thorne and Hanes [15.300]
give an example of another calibration facility – a cal-
ibration tower. Thorne and Hanes emphasize that the
tower must be run for a long period of time prior to
calibration to allow microbubbles to escape.

It is difficult to keep coarse sediment uniformly
suspended so Admiraal and García [15.298] built a re-
circulating duct that maintained high velocities in all
places where the sediment was present. High velocities
kept the sediment in suspension at all times. A hold-
ing tank allowed microbubbles trapped in the water to
be released, preventing the bubbles from causing erro-
neous measurements. The sediment in the duct bypassed
the holding tank so that the concentration in the duct

remained nearly constant throughout each test. Measure-
ments with the ABS device confirmed that the suspended
sediment concentration was uniform for the entire cross
section of the duct. A sediment sampler situated just
downstream of the location where ABS profiles were
gathered was used to calibrate the ABS device.

Appropriate calibration requires a similar range of
concentrations in the calibration facility and the test fa-
cility. Furthermore, the sediment attenuation correction
for concentration profiles is nonlinear, and Hay [15.271]
points out that a time-averaged attenuation correction
will erroneously overcorrect the acoustic output voltage
if there are large concentration fluctuations. This can
be particularly problematic if concentration fluctuations
are substantially different in the calibration facility and
the test facility. One way of overcoming this problem is
to parametrically estimate instantaneous attenuation and
to use it to correct measured voltages before averaging.

Optical sensors must also be calibrated. However,
since most optical devices are for point measurements,
calibrating them is less difficult. A typical field method
for calibrating OBS sensors is to gather bed material at
the field site, mix it with water in a bucket, and keep
it in suspension while multiple readings are taken with
the sensor. Samples of the suspension in the bucket are
collected for later analysis (drying and weighing), and
the process is repeated with samples that are increasingly
dilute [15.291]. Since OBS sensors are likely to be used
with fine sediment, keeping the sediment in suspension
throughout the calibration process is not so difficult.

15.3.3 Bed Load Sediment Measurements

As noted previously, bed load is much more difficult to
accurately measure than suspended load. The main rea-
son for this is that bed load is transported as a thin layer
near the bed in a region with strong velocity gradients.
Most optical, acoustic, and electronic sensors cannot re-
solve at scales necessary to distinguish the thin layer
of bed load from the stationary layer of sediment just
below it. Furthermore, bed load concentrations are of-
ten high, and optical and acoustic devices have difficulty
penetrating through the high concentrations of sediment.
Consequently, accepted methods of measuring bed load
are nontechnical and have been around for many years.
Needless to say, there is a need to improve spatial and
temporal resolution of bed load measurements before
many of the most important sediment transport questions
can be answered. So much of the sediment travels very
near to the bed, that it is difficult to resolve some very
elementary questions. For now, only time- and spatially

Part
C

1
5
.3



1030 Part C Specific Experimental Environments and Techniques

integrated bed load can be measured with a reasonable
degree of accuracy. For the most part, this is done using
sediment traps or pressure-difference samplers.

Pressure-Difference Samplers
The most commonly used bed load sampling devices
are pressure-difference samplers. The Arnhem sampler,
which dates back to 1937, was one of the earliest
and widely used devices of this type [15.244, 270].
A more contemporary pressure-difference sampler is the
Helley–Smith bed load sampler [15.312]. The Helley–
Smith sampler was designed for use with coarse sands
and fine gravels (2–10 mm in diameter) but has been reg-
ularly used to measure bed load composed of finer sed-
iments [15.313]. Boat-deployed and handheld versions
of the Helley–Smith sampler are available and are shown
in Fig. 15.81. The sampler nozzle has two square open-
ings at the front and rear. The downstream opening is
larger than the upstream opening, and when the sampler
is placed on the bed of a stream or river, a pressure drop
is created inside the nozzle between the inlet and outlet.
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Fig. 15.81a,b The Helley–Smith pressure-difference sam-
pler: (a) boat-deployed sampler (after [15.311]) and
(b) handheld sampler

The pressure drop causes the flow to accelerate through
the nozzle, and sediment that enters through the front of
the nozzle is carried into a bag attached to the rear of
the nozzle. Sediment that is not fine enough to escape
through the mesh bag becomes trapped and can later be
dried, sieved, and weighed. According to Edwards and
Glysson [15.270], a newer version of the sampler has
a nozzle outlet to inlet ratio of 1.40 instead of the tra-
ditional ratio of 3.22. Both area ratios are accepted by
federal agencies, pending further investigation. The opti-
mal area ratio likely depends on sediment size, as coarse
sediment requires higher velocities to push it through
the nozzle, and fine sediment will be over-sampled if
nozzle velocities are too high. Each bed load sample is
a time-integrated (non-instantaneous) measurement.

For bed load samplers, sampling efficiency is de-
fined as the ratio of the measured bed load to the actual
bed load [15.312]. Sampling efficiencies of between
100 and 160% have been reported for the Helley–Smith
sampler [15.270]. Researchers have found that fine and
medium sands are typically oversampled by the orig-
inal Helley–Smith sampler because the sampler was
designed for coarse sand and fine gravels. For example,
Emmett [15.311] found sampling efficiencies of about
150% and 93% for sediment size ranges of 0.25–0.5 mm
and 0.5–16 mm, respectively. Emmett hypothesized that
the high efficiency of the finer sediment might have been
caused by inadvertent trapping of suspended load by
the device. The amount of suspended sediment trapped
by the device can be substantial since suspended load
concentrations are highest near the bed.

The measuring efficiency of pressure-difference
samplers should be used to correct measurements –
especially for fine sediment which may result in an ef-
ficiency of 150%. Ignoring the sampling efficiency will
cause a bias error. In addition to trapping suspended sed-
iment, there are other sources of error associated with
pressure-difference samplers. A first source of error is
due to placement of the sampler. The lower lip of the
nozzle must be flush with the bed. The presence of bed-
forms may prevent the sampler from sitting flat on the
bed, leading to local scour and an erroneous bed load
measurement. Moreover, inadvertently pushing the noz-
zle into the bed will cause an overestimate of the local
bed load. Second, misalignment of the sampler with
the mean flow direction can cause greatly reduced trap-
ping efficiencies. Gaudet et al. [15.313] found trapping
efficiencies could be reduced by nearly 50% for mis-
alignments of only 10◦. These misalignments may be
caused by carelessness, but also by channel geometry
and bedform effects.
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Bed load can vary significantly in the streamwise
and transverse directions, so multiple measurements are
necessary to measure the total bed load in a stream.
For bed load composed of 1.15 mm sediment, Helley
and Smith [15.312] found that the standard deviations
of individual bed load measurements were extremely
large – typically the same size as the measured bed load
itself. It is difficult to assess the accuracy of the bed
load sampler for individual measurements because even
in uniform flow, bed load varies a great deal due to the
presence of bedforms and other factors, both temporally
and spatially. Thus, assessing how much of the standard
deviation is due to natural variability of the bed load
and how much is due to inaccuracy of the device is
not entirely possible. Hubbell et al. [15.314] found that
although relative uncertainty of bed load samplers could
be high for low bed load rates, measurement uncertainty
was generally small. However, they also demonstrated
that actual bed load rates can vary significantly in the
streamwise direction (for instance, in the presence of
dunes), resulting in poor estimates of the time integrated
total bed load if only one sample was gathered at each
position along a transect. It has often been assumed
that when the sampler is properly used the accuracy of
individual samples is relatively good for coarse sand and
fine gravel, but recent studies have even questioned this
assumption [15.315, 316].

For field measurements, Gaweesh and van
Rijn [15.317] demonstrated that individual pressure-
difference sampler measurements may have an uncer-
tainty of 50% in the presence of bedforms because the
variation of bed load on the bedform is as high as
50% and the sampling location is often random. The
uncertainty of the total bed load in a river can be re-
duced to less than 20% by gathering multiple bed load
measurements across the river transect [15.299, 317].
The required number of samples varies with river char-
acteristics and flow conditions; but Gaweesh and van
Rijn [15.317] recommend dividing the river into seven
subsections and gathering 25 samples per subsection.
The samples gathered in each subsection should be gath-
ered over the streamwise length of the bedforms in that
subsection so that a representative measure of the aver-
age bed load is obtained [15.317]. This is clearly a very
time-consuming process.

Measuring total bed load with a Helley–Smith sam-
pler requires the following steps:

1. The sampler is lowered until it rests on the bed – the
lower lip of the nozzle should be flush with the bed,
but the sampler should not be pushed into the bed.

2. A sample is collected for a fixed amount of time. The
collection time can be determined by collecting test
samples at locations where the bed load is thought to
be the highest. Choose the collection time such that
the bag is never filled to more than 40% of its ca-
pacity [15.270] otherwise the pressure drop across
the nozzle will be reduced. The collection time
that is finally selected should be used for all sam-
ples. According to Edwards and Glysson [15.270],
a collection time of less than 60 seconds is usually
preferred.

3. Emmett [15.311] suggests that samples should be
gathered at 20 equally spaced lateral locations to
satisfactorily estimate the total bed load. For prac-
ticality, Edwards and Glysson [15.270] recommend
collecting 40 bed load samples for each transverse
(two at each lateral location). For accuracy, other re-
searchers recommend more samples [15.299, 317].
Specific strategies for collecting the samples are
given by Edwards and Glysson [15.270].

4. The bed load per unit width at a sampling location
is determined by dividing the mass of the sample by
the width of the sampler nozzle and the collection
time. If multiple samples are gathered for a sam-
pling location, the resulting bed load per unit width
measurements must be averaged.

5. The total bed load is obtained by multiplying each
bed load per unit width by the width of the river
subsection that it represents and then summing all of
the subsection bed loads.

Properly using a pressure-difference sampler is
costly and time-consuming. The samples collected with
the sampler must be postprocessed, making on-site data
checks impractical.

Sediment Trapping
In laboratory settings, although instantaneous and local
bed load is difficult to measure, time-averaged bed load
(or total load) can be accurately measured simply by cap-
turing the sediment in a trap at the end of the test flume
for weighing [15.314, 318]; in this case, the only con-
cern is whether or not the trap affects the measurements
being gathered.

In the field, pit- or slot-type samplers are simply pits
or depressions made in the stream bed (Fig. 15.82). Bed
load falls into the depressions where it is trapped. The
trapped sediment must be weighed in situ [15.319, 320]
or removed for weighing in some fashion, possibly by
means of a conveyor or pump [15.311]. Well-designed
pit- and slot-type bed load traps capture nearly 100% of
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coarse bed load [15.244, 315] but may also catch some
suspended load. Fine bed load material may be sam-
pled at a lower efficiency because turbulence within the
trap can resuspend some of the finer material, carrying
it out of the trap [15.315]. Pit-type samplers are often
permanent, as they are built into the stream bed. They
can be used to accurately measure total bed load, but
since they affect the bathymetry, they are not suitable for
measuring spatial or temporal variations associated with
bedforms or channel geometry. Permanent sediment
traps are costly to install and operate.

Acoustic Measurements
In the future, it may become possible to use acoustics
to measure bed load non-intrusively with good spatial
and temporal resolution. Acoustics could provide easier
measurements in rivers that are deep and where tradi-
tional bed load measurements are difficult. Application
of acoustics to measure bed load is only in its infancy,
and acoustics have only been used to measure bed load
velocities [15.321]. In fact, the bed load layer is quite
thin, but covers a wide velocity range. It is difficult to
say what velocity is actually being measured by acoustic
pulses reflected from the bed, and bed load velocity mea-
surements may be biased [15.322]. At this time, only the
relative magnitude of bed load velocities at various loca-
tions on a river transect can be gathered with sufficient
confidence. However, even this information is useful, as
it can be used to appropriately plan bed load collection
with pressure-difference samplers.

15.3.4 Total Load Measurements

Subdividing the sediment load into suspended load and
bed load is not always necessary; sometimes it is suffi-
cient to determine only the total sediment load in a river.
For instance, the longevity of a large reservoir is based
on the total sediment load into the reservoir because
all of the sediment settles in the reservoir, regardless
of the mode of transport in the river upstream of the
reservoir. When a location can be identified that puts
the entire sediment load into suspension, that location is
a good place to measure the total load since it is easier
to measure suspended load accurately than it is to mea-
sure bed load. According to Graf [15.244], all of the
sediment load may be forced into suspension at rapids
or constrictions (bridges), or a turbulence flume may
be constructed to force all of the sediment into suspen-
sion [15.323]. Once in suspension, the sediment may be
sampled using isokinetic samplers or other suspension
measurement techniques.
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Fig. 15.82 A pit-style trap. The trap is cylindrical to elimi-
nate directional bias (after [15.315])

15.3.5 Other Measurement Techniques

As described by White [15.246] there are perhaps two
primary areas of sediment transport measurement that
need improvement: sampling sediment fluxes near the
bed, and sampling ranges of particle sizes. Traditional
techniques partially overcome these issues, but are flow
intrusive, have low temporal resolution, and require dif-
ficult sample processing. Although suspended sediment
concentration can in some cases be measured with rela-
tively high temporal and spatial resolution, the same is
not true of bed load.

Only the most widely used sediment transport mea-
surement techniques have been discussed in this chapter.
There are a number of less commonly used tech-
niques available that the reader should be aware of.
These techniques include: nuclear radiation backscatter
or transmission; hydrostatic pressure-difference mea-
surements; sediment impact measurements; spectral
reflectance; and tracking natural or seeded tracer par-
ticles that have magnetic, radiation, or fluorescence
properties. Most of these techniques are not widely
used either because they are too costly, too difficult to
implement (particularly the tracking and nuclear tech-
niques), or too inaccurate. The reader is encouraged to
explore the review articles written by White [15.246]
and Wren et al. [15.261] to find out more about these
techniques.
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