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16.1 Ground Vehicle Aerodynamics
16.1.1 Vehicles e road dirt
in Their Natural Environment ® sunload
The environment to which a ground vehicle is exposed As can be seen in Fig. 16.1 the flow field past a ve-

during cruise is sketched in Fig. 16.1. The flow around hicle on a road or track is made up of two components:
it and its thermal loading depend on various conditions: ~ the airflow equivalent to a vehicle’s forward motion,
and the other originating from the natural wind, which

® vehicle speed forms a turbulent boundary layer above the rough soil.
® grade of road or track The size of the turbulent eddies is on the same order
® strength and gustiness of wind of magnitude as the vehicle’s length. As a consequence,
® rain or Snow the resulting oncoming flow is far from uniform. On the
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Fig.16.1 A vehicle in its real environment
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contrary, as sketched in Fig. 16.2, its velocity profile is
skewed. Due to the gustiness of the wind, the magni-
tude and direction of the velocity vary randomly with
locus and time. Additionally, this turbulence can be in-
creased by a superimposed unsteady flow field resulting
from the vehicle’s motion through the wakes of other
vehicles, and from obstacles in the surroundings such as
trees, bridges, and houses.

In addition, the temperature field above a road is
not necessarily homogeneous. Intense sunlight will heat
the surface of the road more than the surrounding air,
generating a temperature boundary layer above the road.

Altogether, both fields around the vehicle, air flow
and temperature, are very inhomogeneous and nonsta-
tionary.

16.1.2 Simulation of the Drive
on Road and Track

Most of the development work necessary for high-
quality aerodynamics and thermal properties of a vehicle
is carried out in wind tunnels. According to the require-
ments of the different category of tests — aerodynamic,
aero-acoustic, thermal — various types of test facilities
have been developed in which air is blown past a vehi-
cle. They all together are called wind tunnels, and are
all in the focus of what follows.

Specific experiments must be carried out with mov-
ing models, and of course with real vehicles. These are
described in Sect. 16.1.8. Typical examples are: investi-
gating the pressure pulse when trains meet, when they
pass through a station, or when they enter a tunnel. An-
other example is the response of a car to a sudden cross-
wind gust, and to the wakes of passing vehicles. Such
tests are performed with scale models catapulted cross-
wise through a wind tunnel, or with self-propelled small-

Fig.16.2 The
skewed wind
profile of the
boundary layer
over the ground

scale trains on track, with scale models and full-scale
vehicles towed in water tanks, and with real vehicles in
crosswind sections — and, of course, under real environ-
mental conditions on the road and track. In the latter two
cases the vehicle has to deal with other vehicles.

In any case, on a test bed the drive on a road or
track is only simulated, never reproduced exactly. As
is typical, this simulation is associated with deviations
from reality, and it is not easy to quantify all the errors
resulting therefrom.

Measurement techniques applied in vehicle aero-
dynamics will be treated in Sect. 16.1.9; they are very
similar to those used in aircrafts aerodynamics.

16.1.3 Wind Tunnels for Ground Vehicles

Configuration Considerations
The manner in which the real flow on a road or track is
represented in a wind tunnel is a more or less severe sim-
plification. As depicted in Fig. 16.3, the relative motion
is reversed: the vehicle is at rest and is subjected to mov-
ing air. However, with ground vehicles this would be an
incomplete simulation, because the relative motion be-
tween the vehicle and ground, and the rotation of the
wheels should not be overlooked. How this requirement
is fulfilled will be outlined in Sect. 16.1.5.

Different from reality, in a wind tunnel the on-
coming flow is made as uniform as possible, and
the turbulence level is very low. This ideal flow is
a carryover from aircraft aerodynamics, where it is
valid for flight at high altitude. As a means of mak-
ing results from different wind tunnels comparable,
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this may have its justification. However, extra expense
for realizing extremely low turbulence is not reason-
able for vehicle aerodynamics. On the contrary, the
turbulence level should be high. And in fact, quite
recently, one automotive wind tunnel was equipped
with a device for artificially increasing turbulence.
A description will follow in the section on turbulence
(Sect. 16.1.5).

The climate inside a passenger compartment de-
pends not only on the temperature of the air inside but
also on direct radiation from the sun and diffuse radia-
tion from the environment. The radiation from sunlight
— intensity, spectrum, direction — can be simulated with
sufficient accuracy; diffuse radiation is normally ne-
glected. Furthermore, the comfort of passengers depends
on the humidity of the surrounding air. Accordingly,
this property of air also has to be reproduced. Hu-
midity, in turn, interacts with components of the air
conditioning system. Therefore, dewing and icing must
be considered when the evaporator and its housing are
tested.

In bad weather a vehicle is exposed to water from
various directions: natural rain, and dirty water whirled
up by the vehicle’s own or other vehicles’ wheels. Sim-
ulating rain in a wind tunnel is comparatively easy.
A definite volume flow of water is sprayed into the undis-
turbed airstream ahead of the vehicle. Experiments on
soiling — real or simulated — should be carried out in
wind tunnels only with extremely small quantities of
dirt, since it is difficult to protect installed probes and
pressure taps from dirt, and cleaning costs are very high
for a large wind tunnel.

During thermal tests the vehicle’s engine must be
loaded according to the road load. A chassis dynamome-
ter must be installed, suited for front-, rear- and all-wheel
drive. During the (full-scale) model phase of vehicle de-
velopment the heat fluxes in the engine — water, oil, etc.
— must be simulated by external boilers.

Not only flow and temperature fields but also the
acoustic environment must be simulated. For cars, buses
and wagons interior wind noise is an important crite-
rion for comfort. For trains external wind noise is also
important. Generally, wind tunnels are very noisy. The
tunnel sound field, which is largely determined by its
fan, masks the sound field produced by the flow around
a vehicle. Specifically designed aero-acoustic wind tun-
nels have overcome this problem. They make it possible
to discriminate wind noise from tunnel noise objectively,
and allow for subjective assessment of the wind noise
spectrum.

LY

Traversing plane

;

z

1

U
U..

Moving observer

Fig.16.3 Relative motion between the vehicle, wind, and ground on

the road and in a wind tunnel

Evolutionary Development

of Vehicular Wind Tunnels
In principle, vehicle wind tunnels resemble so-called
normal wind tunnels that are common in aeronautics,
and were in fact derived from them. However, with re-
gard to their fluid-dynamic properties the test objects in
both cases differ significantly from each other. Gener-
ally aircrafts are well-streamlined bodies, and the flow
around them is mainly attached. They produce [ift, which
causes the airstream of a wind tunnel to bend. On the
other hand, ground vehicles are bluff bodies, and the flow
past them is characterized by separation. They experi-
ence high drag, and tend to block the jet of a wind tunnel.
Vehicles with wings that produce high downwards force
— like Formula 1 cars — also bend the airstream. This
the more as vehicles are preferably tested at full scale in
wind tunnels whose test sections, according to the classi-
cal layout rules, are by far too small. In addition, vehicle
wind tunnels must also be suited for aero-acoustic in-
vestigations, and equipped for thermal tests.

Early ground-vehicle aerodynamics made use of
wind tunnels that had been designed for aircraft. The
scale of the vehicle models was as small as 1 : 10; later
larger scales were preferred: in Europe 1:4 and 1:5,
in USA 3:8 (1:3.75). Originally, the ground was sim-
ulated by the mirror image of the model. Later, when
it was recognized that this was neither physically cor-
rect (vortices forming at the underside and at the rear
oscillated from the model to the image and vice versa)
nor practical (two models and a wind tunnel of twice
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the original size were needed), a rigid ground board was
applied.

When automobile designers turned to full-scale
models, as shapes in small scale are difficult to as-
sess aesthetically, vehicle aerodynamics had to follow.
W. Kamm in 1938 built the first full-scale automotive
wind tunnel in the world, which is still operational. This
wind tunnel (and several others built thereafter) was
designed according to the rules for wind tunnels for air-
crafts: accordingly, the blockage ratio, the key parameter
that determines the overall dimensions of the tunnel, had
to be about 5%.

Later, wind-tunnel development progressed down
two routes:

1. while vehicle aerodynamicists were originally in-
terested in forces and moments — mainly drag, and
those components of the resulting air force control-
ling directional stability — other items later attracted
attention, namely thermal problems such as engine
cooling and air conditioning inside the passenger
compartment, wind noise, and soiling. The corre-
sponding tests led to particular test beds, so-called
thermal wind tunnels, which were further specialized
to hot and cold tunnels.

2. for pure aerodynamic testing at full scale, smaller
wind tunnels were built with blockage ratios of up
to 20%. Low-noise, so-called aero-acoustic, wind
tunnels were developed, ground simulation was im-
proved, and rotation of the wheels was implemented.

Despite the lack of enthusiasm of the designers to
perform their modeling in a small scale, wind-tunnel
tests with small-scale models are still carried out today,
preferably in the early development phase of a new vehi-

Performance, directional stability

A

=

cle, and in research. The scale 1 : 2.5, the classical scale
applied by mechanical engineers, was rediscovered for
wind-tunnel models. Provided that the wind speed of
a tunnel is high enough this scale allows testing at high
enough Reynolds numbers — and with heavy-duty ve-
hicles even for full-scale Reynolds numbers — without
coming into conflict with Mach-number effects.

Selecting the Model Scale

and Appropriate Wind Tunnel
Most of the work performed during the modeling phase
is done in a wind tunnel. Water tunnels only serve as
a supplement for special purposes, and are very well
suited for flow visualization.

The question of which model scale to be selected —
either in a wind or water tunnel — has to be considered
with care, and in cooperation with design staff. The
advantages of a small scale — low cost for both model
and wind tunnel, and easy handling — must be weighed
against the risk of errors due to insufficient fidelity of
the model and too low a Reynolds number.

Detailed optimization and fine-tuning of cars must
be made at full scale, and as soon as drivable prototypes
are on hand, it has to be decided whether individual tests
should be carried out on the road or in a wind tunnel.
Tests on the road and track offer the advantage of realis-
tic conditions. However, their drawbacks should not be
ignored: test conditions are rarely repeatable, confiden-
tiality is difficult to secure, and making measurements is
more difficult. The advantages of the wind tunnel are ob-
vious: faster and more-precise measurement techniques,
and the possibility of unraveling different effects, such
as noise from the drive train, tires, and wind around the
body. However, as cannot be emphasized often enough,

Pressure, sound pressure, soiling
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Heating, vetilating, air conditioning
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Fig.16.4 The four main objectives of
vehicle aerodynamics
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the limitations of the wind tunnel should not be over-
looked: deficiencies in simulation, high cost, and limited
availability.

With respect to its objectives, vehicle aerodynam-
ics can be classified into four categories, as illustrated
in Fig. 16.4. The two sketches in the upper row repre-
sent the management of the outer flow, while those in
the lower row symbolize thermal management and the
related inner flow. Both the outer and inner flows are
closely linked to each other. Their individual simulation
requirements can be fulfilled in two kinds of facilities.

1. All physical parameters that have an influence ac-
cording to Fig. 16.4 are simulated in one and the
same facility. This leads to a large climatic aero-
acoustic wind tunnel.

2. Only those parameters are reproduced that are sig-
nificant during the specific test, all others being
reproduced with less expense; this requires several
specialized test beds:

— full-scale aero-acoustic wind tunnel
— hot and cold tunnels

— chassis dynamometer with fan

— small-scale wind tunnel.

Both routes — all in one and several specialized tun-
nels — have been followed. However, experience has
shown the latter to be superior: investment and opera-
tional cost are lower, and instead of one test bed three to
four are available — a number which is needed anyhow.

In any case, the more that physical parameters are
neglected during the simulation, the greater the effort

a)

Fig.16.5a,b The two types of air circuit of wind tunnels:
(a) closed return, Gottingen type, (b) open, no return, Eiffel

type

necessary to assure that the results achieved on a test
bed will be confirmed on the road. Comparative mea-
surements among the various test facilities and with the
road must be carried out to uncover and quantify the
deficiencies of any specific kind of simulation.

16.1.4 Wind-Tunnel Design

Configuration Considerations
As sketched in Fig. 16.5, there are two ways to lay out
the air path in a wind tunnel:

1. closed return; known under the brand Gdottingen, the
first of which was designed by Ludwig Prandtl;

2. open, no return; designed by Gustave Eiffel and in
his honor called an Eiffel tunnel.

In order to remain independent of environmen-
tal conditions, tunnels of the latter type are generally
erected in a closed building, either in an existing one or
one specifically designed to host the wind tunnel. In the
latter case a flow pattern called open return is produced.

The pros and cons of both types of wind tunnels are
discussed in detail in [16.1]. In vehicle aerodynamics the
Gottingen type is clearly preferred. All hot and cold tun-
nels, and with only a few exceptions, also the full-scale
aero and aero-acoustic vehicle wind tunnels, work with
a closed air circuit. Examples of both will be presented
in Sect. 16.1.7.

Properties of the Essential Components
‘When planning a test, the user of a wind tunnel is looking
for answers to the following five questions:

1. What kind of wind tunnel do I need?
How do the expected results correlate with those
from road tests? What are the specific deficits of the
simulation, and can they be tolerated or adjusted?

3. How many wind tunnel hours are needed?

4. At what time is the specific wind tunnel needed
available?

5. What are the costs of the test campaign?

Answering the first question appears to be trivial: it
must be derived from the purpose of the test. What kind
of information is needed: aerodynamic, aero-acoustic,
thermal properties? The answer to the second ques-
tion depends on the characteristics of the following
components of the tunnel:

1. Test section (size, open or closed flow, kind of
ground simulation)
2. Nozzle (including the settling chamber)
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3. Collector (for tunnels with an open test section)

4. Chamber surrounding an open test section (known
as the plenum)

5. Heat exchanger, sun load, rain and snow (in climatic
tunnels).

In the following, these key components will first be
discussed with no regard to the purpose for which the
wind tunnel is specialized. Subsequently, in a separate
section, examples of existing vehicle wind tunnels will
be given. All other technical details, such as the design
of the diffusers, turning vanes in the bends, the fan, fan
drive and control, will be touched on only insofar as
they are different from wind tunnels for aeronautical
purposes [16.2].

The nature of the remaining three questions above is
predominantly economic. The items to look at are:

1. How many data points can be acquired per unit time?
2. What are the costs per data point acquired?

A high hourly price can be more than compensated
by fast test techniques, data acquisition, and evaluation.

Test Section. The test section is the point were the test
engineer meets the wind tunnel. Together with its ad-
jacent components, namely the nozzle, collector, and
plenum, it is depicted in Fig. 16.6. The properties of the
test section are decisive for the conception of his exper-
iment and the assessment of the results. Subsequently,
they will be discussed with special attention to bluff
bodies such as automobiles and trains.

Two properties of the test section are characteris-
tic: the magnitude of the airstream’s cross section, AN,
which is measured at the nozzle exit, and the nature of
its circumferential boundaries.

The nozzle cross section has to be seen in relation
to the dimensions of the test object which, in vehicle
aerodynamics, are characterized by its frontal area A,
as defined in Fig. 16.7. The quotient of frontal area A
and nozzle cross section Ay is called the blockage ratio
¢ = A/AN, which, of course, strictly speaking is not
a property of the wind tunnel. However, this relation
emphasizes that it is not the size of the tunnel per se that
is essential but its relation to the size of the model.

In order to provide kinematic similarity of the flow
in a wind tunnel to that on road, the blockage ratio ¢ —
which is zero on the road or track — should be as small
as possible. However, cost considerations — construction
and operation — demand a blockage ratio as large as
feasible. However, what feasible means in this context
is still a matter of discussion.

When the first full-scale automotive wind tunnels
were built, the value of the blockage ratio ¢ was carried
over from aeronautic wind tunnels, where ¢ = 0.05 was
a target value. With a frontal area of A =2m? typical
for cars, this would have led to a nozzle cross section of
An = 40 m2. Indeed, full-scale wind tunnels were built
with nozzle cross sections of 30—40 m? and above, the
largest by General Motors in USA, with Ay = 52.6 m2.

Later, comparative measurements and investigations
on test section dimensions resulted in the finding that
a larger blockage ratio could be well tolerated; ¢ = 0.1
seems to be a reasonable limit for cars. Several wind
tunnels have been designed according to this number,

Fig.16.6 The main geometric parameters of the test section
of a wind tunnel

Frontal area

Parallel light

Fig.16.7 Definition of the frontal area of a vehicle
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Fig.16.8a,b Size and shape of the
cross section of the airstream (after
Janssen); (a) various sizes, (b) shape
matched to the isobars around a car

having a cross section of An & 20 m?. Yet, even p~0.2
is used; the smallest full-scale wind tunnel has only
An = 10m?.

However, this consideration has to be seen in light
of the fact that most car companies have vans and
sports utility vehicles (SUVs) in their line-up, which
have frontal areas of up to 3 m>.

Not only the magnitude of the nozzle cross section
A but also its circumferential confour has an effect on
the flow field past the test object. Some typical cross
sections of automotive wind tunnels are compiled in
Fig. 16.8. Most frequently the shape of an open-jet cross
section is rectangular. The ratio of the height H to the
width B is about H/B ~ (0.6. Sometimes the corners
are rounded off or chamfered. Very small full-scale
wind tunnels that are exclusively used for cars have
non-rectangular cross sections. A. Morelli [16.3], when
designing the 11 m? wind tunnel at Pininfarina, selected
a semicircle with its lower edges rounded off. His in-
tuition was to create a cross section that was similar
to the shape of the frontal area of a car. By cutting
off the corners of a rectangle, L. J. Janssen, designer of
the first aero-acoustic wind tunnel on behalf of BMW
(AN = 10m?), intended to approximate the shape of the
isobars around a car.

The other characteristic property of a test section
is the nature of the circumferential boundary of the
airstream. Three types of test section can be distin-

\

guished: open, closed, and slotted walls. The closed test
section has been further developed to specific configu-
rations such as streamlined and adaptive walls. All five
types of jet boundaries are sketched in Fig. 16.9. The
ground floor, which is typical for a vehicle wind tunnel,
is not a component of the test section, although physi-
cally bound to it. Be it stationary or moveable, it is part
of the test set-up representing either the road or rails.

Kinematically, the flow around a test object in a jet
of finite dimensions is not exactly the same as in free air.
The nature of the difference depends on the boundaries
of the jet, as can be seen from the streamlines sketched
in Fig. 16.10. In an open-jet test section the air flowing
around a vehicle has room to make way. In comparison
to free air the streamlines are further apart from each
other and so the speed of the air at any given point in
the vicinity of a vehicle is somewhat lower than in an
airstream of infinite dimensions.

In contrast, in a closed test section the streamlines
are constrained by the walls, and so the local speed in
the vicinity of a vehicle is raised. In both cases, open
and closed test sections, the effect of the jet’s bound-
aries become more pronounced the nearer they are to
the model, i.e., the larger the blockage ratio ¢. The mo-
tivation for the various types of test-section boundaries
shown in Fig. 16.9 is to minimize the effect of the lim-
ited tunnel size, thereby permitting a blockage ratio as
large as possible.

- o - o - =
Open Closed Slotted wall

I

R [ S
—— Streamlined

.
— Adaptive

Fig.16.9 Various test section bound-
aries
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Closed test section

Open test section

Fig.16.10 Effect of the airstream boundary on the flow past
a (bluff) body in comparison to free flow; left: closed test
section, streamlines are quenched, right: open test section,
streamlines are expanding

Both kinds of jet boundaries, open and closed, have
their merits and drawbacks with respect to the physical
properties of the wind tunnel, and the peculiarities of
daily work; they will be discussed below. The correc-
tions that compensate for the physical differences com-
pared to the flow in free air are outlined in Sect. 16.1.6.

Frequently, the flow in an empty open test section
is said to be comparable to that in an ideal free jet. The
constant ambient pressure is impressed on its flow field,
and, as a logical result, the static pressure along its axis
is constant. Such a property would be highly advanta-
geous for experiments with bluff bodies because, when
measuring the drag of long bodies with large vertical sur-
faces at the front and the rear, even a small axial pressure
gradient in the test section may lead to a significant error.

¢p (%)
0.06

0.05
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0.03

0.02

0.01

However, in most wind tunnels with an open test sec-
tion the static pressure is anything but constant, as shown
by the comparison of several wind tunnels in Fig. 16.11
from [16.4]. Generally, the pressure gradient along the
tunnel axis is negative downstream of a nozzle exit. Near
the center of the test section the pressure gradient goes
through zero, and further downstream it becomes posi-
tive, being steepest immediately in front of the collector.

The second considerable advantage previously at-
tributed to an open test section is a lower absolute value
of correction. However, this argument no longer holds.
For a long time, the only correction considered was
blockage correction, and this in fact is small for an
open jet. However, blockage (precisely, solid blockage)
is only one of a series of interference effects that have to
be considered, and so should not be looked at in isolation.

Finally, the third — and real — advantage of an open
test section is its good accessibility, which facilitates
model installation and the placement of probes, permits
out-of-flow acoustic measurements, and allows easy
photography of the flow.

The greatest drawback of an open test section is its
limited usable length. The jet coming out of the nozzle
mixes with the quiescent air in the surrounding plenum.
The width of the jet’s core (in which the set wind speed
U~ can be found) decreases rapidly. Furthermore, tur-
bulent mixing processes at the jet’s boundary are more

.01
—-6500 5500 -4500 -3500 -2500 -1500
Nozzle

500 | 500
Center turntable
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Collector
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Fig.16.11 Static pressure coefficient c,(x) along the axis of several automotive wind tunnels with an open test section

(after [16.4])
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intense than in a turbulent boundary layer adjacent to
a wall, and this mixing causes higher losses than the
friction on a plane wall. Therefore the power require-
ment of an open test section is higher than for a closed
one. Other disadvantages of the open jet are its sus-
ceptibility to low-frequency oscillations (surge) and its
unconstrained sound radiation, which may be regarded
as a nuisance by wind-tunnel personnel. Finally, for cli-
matic wind tunnels the plenum must be included within
the air-conditioned area; hence large wall panels have to
be insulated.

A specific problem arises when racing cars are tested
in an open test section. Their rear wings produce a high
down-force (negative lift). The related upwash can be
so strong that it bends the airflow behind a car upwards
and over the collector mouth. Air behind the car is then
drawn in from the sides and this may significantly alter
the flow pattern at the rear end of the car.

The negative properties of an open test section are
corresponding positive properties of the closed. An ad-
vantage of a closed test section is its large usable length.
The negative pressure gradient due to pressure loss at the
walls can be compensated for by slightly increasing the
tunnel cross section in the flow direction. However, this
compensation is only correct for one specific configu-
ration, namely for an empty test section; with a model
installed this is only an approximation. A further advan-
tage of a closed test section is the stability of its flow,
i.e., the problem of pumping does not exist.

A disadvantage of a closed test section is its sensi-
tivity to blockage; its correction is approximately twice
that of a free jet (and is of opposite sign). Furthermore, at
ahigh yaw angle g, the lateral deflection of the airstream
may be so strong that the related adverse pressure gra-
dients on the adjacent sidewalls of the test section may
lead to boundary-layer separation there.

The slotted-wall test section is an attempt to combine
the advantages of the open and closed test sections, and
at the same time eliminate the drawbacks of both. The
slots in the walls give ambient-pressure access to the flow
inside the test section; thus the pressure along the axis
is (almost) constant. The solid part of the walls prevents
the jet from mixing with the ambient air; the core of the
jet therefore remains usable for a greater length.

One means of avoiding the large corrections neces-
sary for blockage in a closed test section is to streamline
its walls. This idea is based on the fact that the flow
pattern at a certain distance, even from a bluff body
like a vehicle (and its wake), in the so-called far field,
is only weakly dependent on the individual details of
the model’s shape. The far field is mainly determined

by the overall parameters of the test object: its length,
height, and width (and thus some kind of fineness ra-
tio that can be derived from them). If the tunnel walls
are shaped according to the free-air flow pattern of an
average mid-sized vehicle, the flow around smaller and
larger vehicles will only be slightly distorted, in any case
far less than by parallel walls.

The disadvantage of a test section with streamlined
but fixed walls is that its contour does not fit vehicles
whose main dimensions differ significantly from the one
used to define the contours of its walls. This, for exam-
ple, will be the case if a box-type light truck is put into
a test section that has been configured for passenger cars.
A possibility for overcoming this problem is offered by
adaptive walls, albeit at the price of great expense.

Nozzle. The function of the nozzle is fourfold, it:

1. accelerates the flow

2. makes the velocity distribution over the cross section
of the flow more uniform

3. reduces the intensity of the turbulence in the
airstream

4. serves to measure the wind speed in the test section

The requirements (specifications) for the flow prop-
erties for vehicle wind tunnels have not yet been
formulated on a rational basis. However, the following
data are typical for existing tunnels:

1. local deviations from average wind speed Au /Uy, =
(U —Ux)/Uso < £0.5%;
2. angularity in pitch and yaw «, § < £0.2°;

3. turbulence level Tu = F/Uoo <0.5%.

These quantities are determined by two geometric
properties of a nozzle: the contraction ratio and contour
of the walls. The contraction ratio « is defined as the
relation of the nozzle’s entrance cross section to its out-
let: kK = As/AN, where Ag is the cross section of the
nozzle’s entrance, and Ay that at its exit.

According to experience the effect of the contraction
ratio « on the flow quality is:

Au 1 1

e Uy .

However, the contraction ratio « determines not only
the quality of the flow but also the size and thus the cost
of a wind tunnel, and so it should not be larger than
necessary.

From experience it is known that a turbulence level
of 0.5% is achieved with a contraction ratio of k =4,
a value which had already been proposed by L. Prandtl.
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Fig.16.12a,b Measuring the wind speed U in an open jet
wind tunnel; (a) nozzle method, (b) plenum method

This value can be taken as reasonable for automotive
wind tunnels with a Gottingen circuit. For Eiffel tunnels,
where the flow upstream of the nozzle is not disturbed by
a fan, diffuser, turning vanes etc., an even smaller con-
traction ratio is sufficient: x = 2—3. How turbulence can
be increased for special investigations will be discussed
in Sect. 16.1.5.

The shape of a nozzle — length and contour — should
be selected so as to provide a rectangular velocity profile
at its exit. Even more importantly, the angle between the
jet and the geometrical axis of the test section should be
small, because the flow around bluff bodies close to the
ground is very sensitive to differences in the angle of
attack (or pitch). Therefore a tolerance of o < £0.5°, as
recommended in [16.5], is rather generous; o« < 4-0.2°
seems to be more reasonable. The sensitivity of vehicles
to small deviations in yaw near § = 0 is less pronounced.

Plenum

M_ <_?_+z

Nozzle U.. ! Collector
T as
P2 «—47m—>
=5 Us=k ] :
CT 9==7 N (PsPN) — Center turntable
0.8g x (m)
06 AN, e =l
—0— 0
o Effect of el
9 ect o o
0 vehicle position +2
O —3— x
_02 + Empty test section

Fig.16.13 The effect of model position on the pressure distribution
inside the wind-tunnel nozzle [16.1]

The wind speed in a test section is determined in
the classical manner by measuring the difference A p of
static pressure between the entrance of the nozzle (i.e.,
in the settling chamber) and its exit. The dynamic head
goo Within the jet leaving the nozzle is

P
2

where k is a nozzle factor to be determined by measuring
(and averaging over the jet’s cross section, excluding the
mixing zone at its boundaries) the dynamic head in an
empty test section. Generally, the numerical value of the
nozzle factor k is greater than one, because the wind
speed in the settling chamber is not exactly zero, and
hence the local static pressure there is (slightly) lower
than the total pressure.

In a wind tunnel with an open test section there ex-
ist two possibilities for the position of the downstream
pressure tap, and therefore there are two possibilities to
measure the wind speed. The first, the so-called noz-
zle method, is the same as for a closed test section.
The location of the downstream pressure tap is close
to the exit of the nozzle. The related pressure signal is:
ApN = psc — pn; see the left-hand side of Fig. 16.12.
Alternatively, in the plenum method, the downstream
pressure tap is located in the plenum surrounding the
open jet; see the right-hand side of same figure. If the
plenum is well vented, as is normally the case, this
pressure pp is equal to the atmospheric pressure. The
pressure difference is designated App = psc — pp.

For a long time there has been an intense dis-
pute among wind-tunnel operators about which method
should be preferred. However, comparative measure-
ments [16.6] have clearly proven the superiority of the
plenum method. The major reason for the inferiority of
the nozzle method is the influence of the model on the
pressure tap at the nozzle exit. For bluff bodies this ef-
fect is strong, and as shown in Fig. 16.13 is dependent
on the model position (the distance between the nozzle
exit and the front of the model).

In small wind tunnels, such as thermo tunnels, where
the blockage ratio is extremely high (¢ ~ 0.3-0.4), the
wind speed is measured in a different way; details will
be described in Sect. 16.1.6 together with wind-tunnel
corrections.

Wind speed must be controllable at all levels, even at
low speed. For instance, driving slowly uphill on a long
steep grade represents one of the serious criteria for
dimensioning the radiator and cooling fan (the other
being maximum speed). The wind from the vehicle’s
forward motion as well as the radiator’s fan contribute

UZ =kAp, (16.1)

Joo =
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to the cooling effect; therefore, accurate control of the
(low) wind speed is important.

Technically, two solutions are available for adjust-
ing wind speed: variable pitch of the fan’s blades at
constant fan speed, and continuously variable fan speed
with fixed fan blades. Today, the latter is used more
widely. Variable pitch permits a very quick change of
wind speed. However, this advantage is offset by a high
noise level at all wind speeds, including idle. For test
engineers and craftsmen who have to work on a model
in a tunnel between two runs while the fan is idling, this
is rather unpleasant.

Collector. The collector’s function is to gather the air
transported by the free jet of an open test section and
to guide it into the first diffuser. However, this task is
accompanied by the following two phenomena:

® the static pressure along the axis of the test section
is increasing in front of the collector, as shown in
Fig. 16.11;

® the flow in the test section may pulsate at low
frequency.

This has four major consequences:

—

drag is measured too low,

2. pressures and forces may be altered (the Katzmeier
effect),

3. the pulsation will modulate the flow noise around
the test vehicle,

4. the pulsation may grow to an extent at which the

structure of the wind-tunnel building is endangered.

Fig.16.14 Formation of ring vortices in the shear layer
which builds up at the border of the free jet

|
t

RMicrophone
|—| Pre-amplifier |—| Signal converter |—| Power amplifier

Fig.16.15 Closed-loop control to attenuate low-frequency
oscillations (booming) (after [16.7])

Despite significant effort, satisfactory measures
against the pressure increase in front of the collector has
not yet been found. Perhaps active devices, for example
suction at the inlet, will lead to a solution.

The physics of the pumping in an open-jet wind
tunnel — called wind-tunnel buffeting — has not yet
been completely deciphered. There are two potential
resonance effects:

® Vortices are shed from the nozzle mouth, as sketched
in Fig. 16.14, and move downstream where they im-
pinge on the collector mouth. The pressure pulse
caused there travels back to the nozzle and triggers
the formation of the next vortex.

® A standing wave is generated within the wind-tunnel
duct.

In any case Seifert wings that break up these vor-
tices, widely used in aeronautical wind tunnels, are not
suitable for aero-acoustic wind tunnels because of the

Fig.16.16 Array of loud speakers in an open chamber in the
wall of the wind-tunnel tube behind the first corner (photo
Audi AG)
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high-frequency noise they generate. Therefore, vehicle
wind tunnels are equipped with Seifert wings that can
be removed during acoustic measurements.

An alternative is described in [16.8]: an active reso-
nance control. Its use in a wind tunnel can be seen in the
schematic in Fig. 16.15. It consists of an out-of-flow mi-
crophone that picks up the pressure fluctuations in the
plenum, an array of loudspeakers mounted in a cham-
ber behind the first turning vane open to the tunnel wall,
see Fig. 16.16, and a time delay for phase adjustment
between the microphone input and loudspeaker out-
put. Low-frequency pulsations are attenuated by 20 dB
without introducing any additional noise into the tunnel.

A drawback of the first implementation of this sys-
tem was that it had to be adjusted to each new test
configuration, because the frequency and amplitude of
the excited resonance not only depend on the flow speed
but also on the model. For this reason an improved,
self-adjusting system has been developed [16.7].

Plenum. The plenum surrounding the free jet of an
open test section, as sketched in Fig. 16.6, must be wide
enough to avoid interference of the jet with the walls of
the plenum. According to [16.9] drag is underpredicted
if the volume of the plenum is less than a specific min-
imum value. Its main dimensions should not fall below
the values compiled in Table 16.1.

Here A is the frontal area of the test object, b is its
width, and Bp is the width of the plenum. The height
and width of a plenum have to be large enough to keep
the crane and traversing gear out of the flow. The room
on both sides of the jet must be wide enough to keep test
equipment such as an acoustic mirror or microphone
array out of flow.

Anechoic Measures. Generally, if no specific precau-
tions have been taken, normal wind tunnels are so loud
that they are not suited for aero-acoustic investigations.
In particular subjective assessment of noise level and
character inside a car, such as speech recognition, is not
possible. The noise level of anechoic wind tunnels is
20-40 dB(A) lower than in normal wind tunnels.

The guiding principles for an aero-acoustic wind
tunnel are to avoid the generation of all noise, and to
attenuate any remaining generated noise. Three essential
measures have to be taken to build a low-noise wind
tunnel:

® installation of a low-noise fan (low noise has higher
priority than high efficiency); this requires three
measures:

Table16.1 Dimensions of the plenum related to the frontal
area and width of the vehicle investigated

Cross section of plenum, > 45
related to vehicle frontal area Ap/A
Width of plenum, > 8

related to the width of the vehicle Bp/bg

— low rpm to keep the tip speed and corresponding
tonal noise low;

— alarge number of blades to shift the first blade-
passing frequency and thus the corresponding
harmonics to high frequencies, where noise is
easier to attenuate;

— limit broadband noise due to the boundary layer
on the blades to the same level as tonal noise.

® fan noise has to be trapped in front of and behind the
fan; the best suited elements for this task are turning
vanes, designed as a scene silencer;

® the walls of the plenum have to be covered with
broadband noise absorbers.

Technical details are given in Sect. 16.1.7.

Control of Air Temperature. In wind tunnels not ded-
icated to thermal tests the air temperature must be
controlled only insofar as plasticine models do not loose
their consistency. The air temperature should be kept be-
low 30 °C. Control of the air temperature should not be
performed by an in-stream cooler because of its addi-
tional power requirement — and thus additional noise.
Air exchange or cooling of the air in a bypass are proper
approaches.

This is not the case in thermal wind tunnels where
air temperature is the key parameter. Uniformity across
a test section should be 1 K. Because of the cross-flow
nature of the tunnel’s heat exchanger this specification
is not easy to meet. The heat exchanger must be oper-
ated under saturated conditions, i.e., the volume flux
of coolant has to be very high. Furthermore, not only
steady-state operation has to be considered when the
heat exchanger is laid out. Tunnel time is rare and ex-
pensive; therefore the performance of the cooler should
permit the desired temperature to be reached quickly.
To keep the pressure loss of the air flow through the
cooler low the cooler must be placed in a location where
the cross section of the tunnel duct is large. The end of
the large diffuser following the fan appears to be more
suitable than inside the settling chamber. Disturbances
in the air flow caused by the cooler (wakes from its
tubes and struts) then have a longer flow path to level
out.
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16.1.5 Equipment
for Automotive Wind Tunnels

Depending on the test spectrum for which the facility
is designed it must be possible to reproduce or at least
simulate a variety of physical processes or effects. These
are compiled in Table 16.2 and discussed in the following
text, along with their production methods.

Ground Floor
When the motion of a vehicle on the road or track is re-
versed in a wind tunnel, as indicated in Fig. 16.3, the flow
between the vehicle’s underside and the ground requires
special attention. On the road, as drawn in Fig. 16.17a,
a channel flow develops under the vehicle, with a no-slip
condition at both walls. The upper wall, the underside
of the vehicle, is moving, and the lower wall, the road
or track, is at rest. When the flow reversal is correctly
reproduced, the floor of the test section has to move, as
sketched in Fig. 16.17c and, at the same time, the wheels
of the vehicle must rotate.

Because of the high effort necessary to fulfill this
condition — details will be discussed below — in many
vehicle wind tunnels the relative motion between the ve-
hicle and ground is not reproduced, and consequently
the resulting velocity profile underneath the vehicle
(Fig. 16.17b) differs from reality. However, measure-
ments carried out with standard passenger cars have
shown that the differences between wind tunnel and road
are confined to a very thin layer immediately above the
ground [16.10]. For this reason, for many tests one can
refrain from reproducing the relative motion between
the vehicle and the ground.

However, technically it is feasible to reproduce the
relative motion, and the same holds for the rotation of

Table16.2 Physical processes or effects and measures to
reproduce or simulate them in a wind tunnel

Physical effect Measure to perform it

Relative motion to  Blowing, suction, moving ground
the road

Turbulence and Mesh, swiveling flaps

boundary layer

Tractive force Chassis dynamometer

Sun radiation Bulbs with spectrum of sun

Heat flux External boilers for air, oil, and water
Humidity External steam generator

Rain Water spray system

Dirt Water (plain or colored)

Geometry Traversing gear

" Underside vehicle

Road

b)

Test-section floor

0

Moving belt

Fig.16.17a-c Flow underneath a car; (a) on the road, (b) in
a wind tunnel with a rigid (non-moving) floor, (c) in a wind
tunnel with a moving floor

the wheels. The proper means for doing this is a mov-
ing belt that spans the entire width of the test section on
which the wheels are rolling [16.11]. However, for the
time being, belts able to carry the full weight of a ve-
hicle are not available. Therefore this technique is used
in special applications only, for instance for monoposto
race cars. There the wheels are mechanically separated
from the vehicle and held by slender struts (with an in-
ternal balance) from outside. Suspension of the (heavy)
vehicle’s body is performed by a sting from above, or
sometimes from the rear; because of interference ef-
fects between the sting and vehicle both are debatable
solutions.

To avoid this effort simpler simulation techniques
are used; commonly applied methods are compiled in
Fig. 16.18:

® a simple ground board, sometimes called a rigid
ground floor;

e cut-off of the oncoming boundary layer by a scoop
(left part Fig. 16.18a);

® Dboundary-layer removal by basic or distributed suc-
tion (Fig. 16.18¢,d);
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Fig.16.18a—d The major possibilities to simulate the relative mo-
tion underneath a car; (a) moving belt with scoop, (b) basic suction

either through a sheet of porous material or through slot; (c) tangen-
tial blowing, (d) distributed suction

e filling of the velocity deficit by tangential blowing
(Fig. 16.18b);

® narrow belt as above, supplemented by short belts in
front of the frontwheels (7-belt [16.12]).

Single measures may be combined, as can be seen in
Fig. 16.18a, where a scoop and tangential blowing sup-
port the moving floor to further reduce the thickness
of the oncoming boundary layer. All the aforemen-
tioned techniques can be combined with wheel rotation.
The pros and cons of these techniques are discussed
in [16.13].

Despite many investigations, to date no fully sat-
isfactory solution for the simulation of the road or
track has been found. Furthermore, it has turned
out to be impossible to establish a general rule for

Fig.16.19 Swiveling flaps to generate a highly turbulent boundary
layer; design A. Cogotti; multiple exposures (photo Pininfarina)

correcting or compensating for the various negative
effects.

Chassis Dynamometer

During thermal tests the power of the engine must be
braked by a chassis dynamometer. To avoid overheating
of the tires during long tests, the diameter of the rollers
should be not smaller than 2 m. In order to cope with
front- and rear-wheel-drive vehicles the rollers must be
movable along the axis of the wind tunnel. Two dy-
namometers are needed for four-wheel-drive vehicles.
For thermal brake tests the tractive power at high speed
must be close to the braking power. However, because
abraded break material soils the wind tunnel and may
be toxic, braking tests are rarely carried out in a wind
tunnel anymore.

Turbulence
Traditionally, as mentioned already in Sect. 16.1.4, ve-
hicle wind tunnels are designed to have an airstream
with low furbulence. However, vehicles generally oper-
ate in an environment with high turbulence, which has
two origins: the natural wind, and from the wakes of
other vehicles and of trees, buildings, and other obsta-
cles along the roadside. This turbulence has at least two
effects that bother for the passengers: it modulates the
spectrum of wind noise, and it shakes the car.

To be able to generate reproducible turbulence with
respect to spectrum, scale, and its distribution above

Fig.16.20 Sunlight simulation with a matrix of lamps as-
sembled in a panel that can be tilted; climatic chamber
Modine GmbH (photo Media Fotograf)
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the ground, the wind tunnel of Pininfarina was equipped
with flaps as shown in Fig. 16.19. They are used in a fixed
position when the wake of a preceding vehicle is sim-
ulated, or in a swiveling motion to generate specific
turbulence effects; for further details see [16.14, 15].

Sun Load

To simulate sun load the intensity of radiation must be
1000 W/m?, the solar value. A homogeneity of +10%
is said to be sufficient. Light sources with a spectrum
close to the sun’s are commercially available. Two tech-
nical solutions are in use. In the older one (Fig. 16.20)
the lamps are arranged in a matrix and assembled in
a large overhead panel that can be turned to the side
to expose a test object to radiation from an oblique
angle. The newer version, see Fig.16.21, make use
of single lamps assembled in two frames that can be
moved and swiveled. The lamps are equipped with flaps
with which the radiation can be quickly switched on
and off to simulate, for example, entering or leaving
a tunnel.

Rain, Snow, and Dirt
Rain is simulated by water that is sprayed into the on-
coming air through nozzles that are mounted on a tube
crossing the test section horizontally. To make the wa-

Fig.16.21 Sunlight s1mulﬁtion with distributed movable
spot lights; climatic wind tunnel Behr GmbH (photo Behr
GmbH)

Fig.16.22 Water streaks on a vehicle’s body made visible
with sprayed water doped with an ultraviolet (UV)-sensitive
pigment, and UV light (photo BMW AG)

ter streaks and drop deposition on the vehicle visible
a fluorescent liquid is added to the water. With ultravi-
olet illumination flow patterns such as those shown in
Fig. 16.22 become visible.

In practice snow could be produced using commer-
cially available snow guns. However, they need a long
distance to freeze the spray. Therefore in wind tunnels
an array of snow nozzles is used, which is positioned in
front of the vehicle, similar to the rain nozzles. A mix-
ture of cold water and high-pressure air (5—10bar) is
ejected through a nozzle (Fig. 16.23) into the ambient
air. Depending on the water content, pressure, and tem-
perature the quality of the snow can be varied between
wet (adhesive, particle size 45 jum, density 450 kg/m?)
and dry (particle size 20 jum, density 200 kg/m?>).

Considering the sensibility of the test equipment and
the high cost of cleaning the simulation of dirt has to
be performed with care. Generally dirt is simulated by
water, either blended with a fluorescent liquid or with
whiting. Realistic dirt tests have to be performed on
a specially prepared test track.

Fig.16.23 Cross
section through
a spray nozzle
of a snow-gun
(drawing af-
ter RTA Rail
Tec Arsenal
Fahrzeugver-
suchsanlage
GmbH)

1057

T°9T [J Hed



1058 Part C

Specific Experimental Environments and Techniques

T°9T ) Med

Traversing Gear

Every aero-acoustic wind tunnel should be equipped
with a traversing gear covering the entire test section.
This device should be committed together with the con-
struction of the wind tunnel because it is urgently needed
during the calibration tests. In thermo tunnels, where
such a device is generally not needed, these calibration
tests are performed with a temporary set up.

16.1.6 Limits of Simulation

General Remarks
The effectiveness of all aerodynamic measurements on
a vehicle have to be proved on the road or track. In
a wind tunnel a real cruise can only be simulated, never
reproduced exactly. The limitations of simulation fall
into two categories:

® violation of the law of similarity
e deficits of the wind-tunnel technique.

In the next two sections both will be only briefly dis-
cussed; for more details see [16.1].

Experiments with Small-Scale Models
When considering whether a wind-tunnel test should be
carried out at full or small scale the following questions
have to be answered:

® How can we assure that the results from small-scale
tests will agree with those at full scale?

® What wind tunnels are available?

® What is the time advantage compared to a full-scale
test?

® What is the cost advantage of small-scale testing?

The first is the key question. If no satisfactory
agreement with full-scale testing can be expected, the
remaining questions are meaningless. Another question
is: what, in this context, is satisfactory? Is it sufficient
to assess shape modifications with regard to drag (or
other forces and moments)? Or will the data be used to
compare two or more design variants?

Coincidence of results from small- and full-scale
testing is achieved if exact similarity is present with
respect to the:

® geometry of the model. However, regardless of the
skill of the model maker, not every detail can be
reproduced in small scale. Therefore an exact simi-
larity is not possible.

® kinematics of the flow. This will be achieved, when
the Reynolds number is the same in both cases, i.e.,
at full (1) and small (2) scale:

Re; =Re» ,
Up-1h _ Uy I
V1 o V2 ’

where U is the velocity of the undisturbed oncoming
flow, and [ is a typical geometrical dimension, generally
the length of the vehicle or, as discussed below, a specific
radius r.

Since generally small- and full-scale tests are carried
out in air the above formula results in the following rule:
to attain kinematic similarity the wind speed in small-
scale tests has to be increased by the same factor as the
dimensions of the model are scaled down.

For two reasons this rule is not easy to observe
exactly:

® the maximum wind speed in the model wind tunnel
may not be high enough;

e if the oncoming speed exceeds a critical value,
Mach-number effects become noticeable.

The latter is critical in vehicle aerodynamics because
bluff bodies such as vehicles are sensitive to compress-
ibility effects. While generally Ma = 0.3 is said to be the
limit up to which flow can be treated as incompressible,
for vehicles this value is Ma = 0.2. For further details
see [16.16].

Generally, when testing road vehicles, the maximum
Reynolds number in small-scale tests is two to five times
smaller than at the full scale. In order to assess the effect
of the Reynolds number, so-called Reynolds series are
run, as demonstrated in Fig. 16.24. There, the drag co-
efficient cp is plotted versus Reynolds number Re. Two
different vehicles were investigated: in the upper part of
the diagram a constant cp was achieved at Re = 5 x 100,
which compares pretty well with full-scale data. The ve-
hicle in the lower part of the diagram was completely
different; cp = constant was not achieved at all, neither
at small nor full scale. The latter example may serve as
a warning: the effect of the Reynolds number on the drag
coefficient can be significant and is hard to predict.

There is one exception to this: the radius of the lead-
ing edges of a rectangular block, like a bus, or the cabin
of a truck. For such a configuration a so-called optimum
radius exists; the definition of optimum is explained with
the aid of Fig. 16.25: if the leading edges of a block are
rounded off in increments Ar, starting with sharp edges
(r =0), cp will decrease, at first almost linearly with
a steep gradient, and then more moderately with bigger
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radii, finally reaching a constant value. The optimum ra-

C
dius is the smallest radius ropt, where ¢p = const. As °
seen in the figure, its value depends on the Reynolds 0.3
number: the higher the Reynolds number, the smaller the Scale 1:5

optimum radius [16.1]. From many experiments suchas  0.29
that displayed in Fig. 16.25a a general relation has been
derived: 0.28

U -1
Re(/byopt = wf"p‘ =1.3x10°.

Full-scale vehicle

0.27

This number is close to the critical Reynolds-number
of a circular cylinder, where the Reynolds-number is ~ 0.26
formed with the diameter.

The sensitivity to Reynolds number of other de- 0.25
tails typically found in the geometry of vehicle bodies,

. o Scale 1:4
such as tapering of the rear (boat tailing), and round- (o4 e
ing of the C-pillars, have not yet been investigated in
depth.
. . .. . 0.23 i
The attitude of vehicle aerodynamicists to working AudiAz
with small-scale models has undergone several changes. Full-scale vehicle

In early vehicle aerodynamics they had no choice be- 0.22

cause the only wind tunnels available were those from
aeronautics. Initially they were pretty small; a scale of ~ 0.21 - -

. 10 10 5
1:10 was used for cars, and even smaller for trains. Re = Z= !
Later, when large wind tunnels became available, full- v
scale investigations were preferred — if tests were made  Fig.16.24 Drag coefficient cp versus Reynolds number Re for two
at all, because vehicle development was interrupted for  different passenger cars, comparison between small- full-scale ve-
some years. hicles. Top: Opel Kadett, bottom: Audi A2 (data from Adam Opel

After 1945, this sequence repeated itself. Aerody- GmbH and Audi AG)

namic development started with models ata scale of 1 : 5
and 1 : 4. Only the large wind tunnel of Forschungsinsti-  tut fiir Kraftfahrwesen und Fahrzeugmotoren Stuttgart
(FKFS, now belonging to Daimler Chrysler) allowed
for full-scale models and cars, and was used mainly

ch for final tests. When the vehicle manufacturers began

b=0.305m to erect their own wind tunnels they built them for

0.7 1'=0.534m r full-scale vehicles, and small-scale testing was pushed

0.6 7 into the background again, more so as designers pre-

Ve fer full-scale models to assess their appearance. If they

0.5 —b— are fully equipped (e.g., with a real underbody), de-

0.4 Re = 0.96x10° sign models can be (and often are) used for wind-tunnel
=1.12x10° tests.

0.3 > = 1~27><102 Some vehicle manufacturers made use of small-scale

02 10° | models in the early phase of development. However,

! S these were displaced again, this time by numerical mod-

0.1 i f els. In some cases ascale of 1 : 2.5 was preferred. Models

0 ¥ L this large can be tested at the full-scale Reynolds num-

0 005 0L 0I5 02 0r2/l5) ber (in a full-scale wind tunnel) without conflicting with

the Mach-number.
Fig.16.25 Effect of Reynolds number on the value of the A full-scale Reynolds number can also be achieved
optimum front radius of a prismatic block with rectangular ~ with small models in a high-pressure (100 bar) or cryo-
cross section (data from [16.16]) genic wind tunnel (100 K) [16.16].
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Wind-Tunnel Corrections
When driven on the road or track a vehicle moves
through a space that is unlimited in all directions (free
air), with the ground below (the road or track) being
the only limiting surface. The dimensions of a wind
tunnel’s airstream, however, are finite. Its cross section
and its usable length are limited, and the static pres-
sure along its axis is not constant. The proximity of the
airstream’s boundaries to the test object modifies the
flow around it compared to that in an unlimited space.
The angularity of the flow, the distribution of velocity
and pressure around a vehicle, and at least in principle,
the shear stresses on its surface, are all modified and so,
consequently, are the forces and moments acting on the
vehicle. The smaller a wind tunnel relative to a vehicle,
the larger these discrepancies are.

There are two possibilities to cope with the system-
atic errors resulting from these effects:

® corrections (some prefer the term adjustments),
which are performed a posteriori, i.e., after the
measurement. This is standard practice in large wind
tunnels;

® correcting the setting of the wind speed during the
test. This is practised in small (mainly thermal) wind
tunnels.

The basic premise of wind-tunnel corrections is that
the shape of the flow is assumed to remain unchanged
by the finite size of the airstream’s dimensions. In other
words, the shape of the streamlines, the shape of the
pressure distribution, and the locations and kinds of sep-
aration are all the same as in free air. The only effect of
the finite dimensions is that the velocity of the oncoming
flow is altered. By modeling the various perturbations
resulting from the finite dimensions of the airstream this
speed change is computed.

The development of these so-called classical cor-
rections was performed in three steps. In the first, the
perturbations of the flow field caused by the boundaries
were identified and analyzed. In the second step, each
perturbation was modeled and computed. Finally, the
effects were superimposed, which means that it was as-
sumed that the perturbations do not interact with each
other (a linear approach).

Originally, this kind of corrections was carried over
from aeronautics, where they had been developed for
configurations with attached flow, i.e., slender bodies
such as wings, nacelles and fuselages. Furthermore, they
were limited to small blockage ratios, i. e., small models
in comparatively large wind tunnels [16.2].

However, for vehicles both conditions are not ful-
filled because:

® generally vehicles are bluff bodies, and their flow is
characterized by separation and reattachment;

® commonly, blockage is high; i.e., large models are
investigated in comparatively small wind tunnels.

Therefore it is questionable whether it is justified to
apply these classical corrections for vehicles. However,
because they have been developed so far that single
perturbation effects can be discriminated [16.4], they
are still applied — if applied at all.

The axial pressure gradient, dp/dx, within the
airstream is taken into account differently; it is assumed
that the axial pressure gradient with a model in the test
section is the same as that in the empty tunnel. Its effect
is horizontal buoyancy and will be computed as such,
and the drag force will be corrected by adding the force
resulting therefrom.

Already in Fig. 16.10 it was indicated that the effect
of a test section’s boundary on the flow pattern around
a vehicle is opposite for open and closed test sections. In
the former the streamlines around a car are wider apart
from each other than in free air, while in the latter they
are squeezed together. If this deformation of streamlines
due to the boundaries of the jet were the only effect, the
corrections for both kinds of test section could be treated
simultaneously. However, a number of other perturba-
tions exist, and these depend on the type of test section.
Therefore it is appropriate to treat the corrections for
each type separately.

The overall configuration of a car in a wind tun-
nel is asymmetric with respect to the tunnel floor. This
floor (the ground plane) simulates the road and therefore
should be interpreted as part of the test set up, not of the
tunnel. When the model and ground plane are reflected
about the ground plane, as shown in Fig. 16.26, the re-
sultant configuration can be viewed as a test chamber

Fig.16.26 Duplex test section, generated by reflecting the
real test section in the floor
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with double the cross section with a centrally mounted
test object made up of the model itself and its mirror im-
age, including the road or track. The advantage of this
so-called duplex test section with duplex test object is
easier formulation of the numerical models by which the
perturbation effects are quantified, even more so if the
model is replaced by a body of revolution and the cross
section of the wind tunnel is assumed to be circular.

Closed test section: in a closed test section three
kinds of perturbation are present:

® solid blockage
® wake blockage
® horizontal buoyancy.

The first two have the same effect as if the speed
of the measured undisturbed oncoming flow, Up,, is
superimposed by an additional speed . When the nondi-
mensional coefficients, such as the drag coefficient cp,
are computed, the corrected speed, namely Ucoyyr, has to
be used:

D
g U020rrA ,

Uor =Un+u=Un+eUn=Un(1+¢),
Georr = qm(1 +8)2 s

Cp =

where ¢ is the so-called blockage coefficient, which is
made up from the solid, esp, and wake blockage ,ewg:

&£ =¢6SB+EWB .

Horizontal buoyancy adds a value Acp g to the drag
coefficient cp. How it is affected by the (near) wake of
the body is still a matter of discussion.

Finally, the corrected drag coefficient ¢p corr 1S com-
puted as follows:

com+Acp  cpm+ AcpHB
Gcorr/Gm (1 +8)2

CD corr =

where the index m is the label for the measured values.

So far this calculation is strictly formal. To evaluate
this equation, the blockage coefficient & must be deter-
mined from the essential geometric parameters of the
test section and the model, such as the blockage ratio ¢
and the length of the model. To date this has preferably
been done using analytical models of the test section
and model. Because only the far field is affected, the
model is replaced by a body of revolution with the same
thickness ratio.

Open test section: for a long time, vehicle aero-
dynamicists held the opinion that a wind tunnel with
a free jet does not need corrections at all. And indeed,
for larger wind tunnels the classical corrections are so
small that they can be neglected. Furthermore, it was
common understanding that the axial pressure gradient
in the airstream of the empty test section is zero. This is
because, according to textbooks, a free jet has the same
pressure as the plenum into which it is ejected. How-
ever, comparative measurements disclosed that this is
not true, and Fig. 16.11 is a striking result.

Following [16.4], compared to the closed test section
several additional perturbations have to be taken into
consideration. These are (Fig. 16.27)

jet expansion &g

jet deflection €jp
nozzle blockage en
collector blockage ec.

Ll e

As before, the correction for the dynamic pressure
of the undisturbed oncoming flow is the result of an
addition:

oot _ (1 4+ e3g +£3p + ex +£0)°
dm
The physical effects 1 to 4 are explained and modeled
in [16.4].
The pressure gradient dp/dx (horizontal buoyancy)
is treated as for the closed test section. However, its
value, and consequently its perturbation effect, is much

a) Jet expansion

b) Jet deflection

Y1>72

¢) Nozzle blockage d) Collector blockage

Fig.16.27 Four major flow disturbances of the flow past a model in

an open test section (after [16.4])

T e——————
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higher, and in some wind tunnels it may override all
others.

The state of the art in computational fluid dynamics
(CFD) makes it possible to surmount the restrictions of
the classical corrections: low blockage, slender bodies,
and questionable assumptions regarding the effect of
the near wake. Making use of the panel method, the
test object and test section, including the nozzle and the
diffuser, can be modeled as shown in Fig. 16.28.

This method of correction is based on the assump-
tion that the differences between the flow fields in free
air, ¢ = 0, and with finite blockage, ¢ # 0, is the same
in a real flow as in an inviscid flow. The wake can be
modeled according to one of the methods described
in [16.16]. As long as only global corrections are re-
quired, as described above, the model of the test object
including its wake can be described using a rather coarse
panel structure. Computation time will be extremely
short; online and real-time computation of the correc-
tions is possible. Beyond this, correction of the flow in
specific locations can be carried out, for instance for the
flow angle at the rear wing of a racimg car, which is
affected by the final dimensions of the airstream.

Such models have been developed for the closed test
section [16.17], but not yet for the open. There the nozzle
and the collector have to be included in the model, and
the edge of the free jet must be modeled by imaging the
model plus its near wake.

Correction of the yawing angle is generally not
performed in vehicle aerodynamics. If necessary, the
method can be taken from aeronautics, especially from
slender wings. The yaw angle 8 of a vehicle corresponds
to the angle of attack « of a wing.

Fig.16.28 Panel model for computing wind tunnel corrections:
nozzle, test section plus model, first diffuser

Thermal tests: when tests are performed in a thermal
wind tunnel, a posteriori correction is not possible. The
effective wind speed must already during the test be the
same as the circumferential speed of the rollers of the
dynamometer. This is ensured by an implicit correction.
Several suggestions have been made for how this can be
carried out [16.1,18,19]:

® The effective wind speed is that which follows from
the pressure at the stagnation point of the test ob-
ject, which is the Pitot pressure pg of the oncoming
flow

2 (po— Poo)
Usoeff = /%.

Of course, the Pitot pressure is the same across the
oncoming flow. However, the advice to measure it
at the stagnation point of the test object is a clear
and reproducible one, more so as it must be en-
sured that the Pitot tube is approached at a zero yaw
angle.

® The vertical velocity profile in front of the test car
is measured on the road (or in a large wind tunnel).
Comparison with the same profile measured in the
thermal wind tunnel and a linear regression results
in a nozzle factor k:

_ UOO set

k=
Uso

This method is preferred for experiments with
cooling systems. From the measured velocity
profile this segment is taken for the com-
putation of k in front of the radiator in-
let.

® As an alternative the cooling flow duct itself can be
used as a flow meter and be calibrated on the road.

® When radiators of buses are tested, their air intake
is on one side of the vehicle at the rear. The wind
speed is set equal to the road speed (and thus the
circumferential speed of the dynamometer) at the
sides of the vehicle.

® Comparative pressure distributions are measured in
the longitudinal center section of the hood and in
the scuttle on the road and in the thermal tunnel,
and a blockage factor k is determined via linear re-
gression. Generally the result is different from that
determined with the velocity profile in front of the
vehicle. This kind of adjustment is applied when
climatic tests are performed.



Aerodynamics | 16.1 Ground Vehicle Aerodynamics 1063

® When climatic tests are performed with (long) train
coaches the wind speed on the sides of the coaches
has to be set as for the radiator test with buses.

16.1.7 Typical Vehicle Wind Tunnels

Classification of Wind Tunnels

for Vehicle Aerodynamics
In the motor industry and research organizations a large
variety of wind tunnels are in operation. Although their
objects, namely cars and light-duty trucks, are very simi-
lar, the variety of the design of wind tunnels is surprising.
In order to provide a survey they will be classified into ~ Fig.16.29 Aero-acoustic wind tunnel at IVK (after [16.20]). Cross
four categories: section Ay = 22.5m?, maximum wind speed Viax = 257 km/h,
SPL at 140 km/h = 69 dB(A), five-belt system, rotating wheels

® large full scale
e small full scale
® thermal

® small scale.

Each will be characterized by one example. Addi-
tionally, some smart design details will be emphasized.
For further details see [16.1], where the major full-scale
wind tunnels worldwide are compiled, and some are de-
scribed. In Europe, vehicle aerodynamicists prefer an
open test section, and this type is gradually gaining
preference in the US. All but one of the wind tunnels
discussed have an open test section.

Large Full-Scale Aerodynamic

and Aero-Acoustic Wind Tunnels
A typical large full-scale vehicle wind tunnels is that of
the Institut fiir Verbrennungsmotoren und Kraftfahrwe-
sen (IVK), at the University of Stuttgart. It was erected in
1988, when the wind tunnel built by Kamm in 1939 had
to be given to Daimler-Benz AG. The air circuit (Gottin-
gen type) together with is main dimensions are compiled
in Fig. 16.29. The cross section of the jet is 22.5 m?.

Originally, this wind tunnel was built as a purely
aerodynamic facility, and as such it came into ser-
vice in 1988; the maximum wind speed was 270 km/h
(A~ 168 mph). However, provision was made for later
improvements to expand the testing possibilities of the
tunnel to include wind-noise investigations [16.20]. This
upgrade was performed in 1993 with a novel silencing
concept. The air path (Fig. 16.29) shows how the fan
noise is locked in. Both cross legs, (1) and (2), together
with their turning vanes act as U-bend silencers. The
plenum (3) is covered with noise-absorbing elements
laid out for two frequency ranges. In the low range,
80-200 Hz, the fan noise is damped by the novel mem-
brane absorber sketched in Fig. 16.30a. The middle and

high frequencies are damped by porous polyester foam
(Fig. 16.30b). The A-weighted self-noise level (SPL)
measured out of flow and plotted versus tunnel speed
(Fig. 16.31)1is a proof of the effectiveness of this concept.
The IVK aero-acoustic wind tunnel is now one of the qui-
etest full-scale wind tunnels ever built (Fig. 16.31). The
maximum wind speed of the tunnel was only reduced
by 7km/h by the damping measures.

Another outstanding property of the IVK wind tun-
nel is its ground simulation, called the five-belt system. It
is made up of a narrow belt (narrow compared to a belt
that spans the entire width of the test section) moving
between the wheel tracks and four mini belts, one un-
der each wheel. Together with a system of tangential
blowing and basic suction the boundary layer under-
neath the vehicle can be almost completely removed,
and the wheels can be rotated, both up to the full wind-
tunnel speed. J. Potthoff, the designer of this system and
a similar one for the small-scale wind tunnel of IVK, has
presented a description [16.21] and thoughts for future
development.

Small Full-Scale Aero-Acoustic Wind Tunnels
The first small full scale wind tunnel (Ax = 11.75 m?)
built for vehicle aerodynamics was designed on behalf of
the Italian designer Pininfarina by Morelli (1971) [16.3],
followed by the acroacoustic wind tunnel (Ax = 10 m?)
designed on behalf of BMW by L.J. Janssen (1988), both
with an air path according to Eiffel.

In 1999 the small full-scale aero acoustic wind tun-
nel at Audi AG became operational [16.22]. Its air path
is reproduced in Fig. 16.32 (Ax = 11 m?). Based on the
correction method developed by Mercker and Wiede-
mann [16.4] the dimensions of the test section were
fixed as to minimize corrections. The turning vanes in
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a)

Fig.16.30a,b Wind noise attenuation in the aero-acoustic wind tunnel at FKFS; (a) broadband absorber, (b) corner vanes

covered with closed damping foam [16.20]

the 2nd and 3rd corner are designed as scene silencers to
lock in the noise of the fan. The fan itself was designed
to low noise generation [16.23]. As can be recognized
from Fig. 16.31, this wind tunnel is the most silent at all.

Over the years the above mentioned wind tunnel of
Pininfarina was converted into an aeroacoustic one, and
upgraded. Due to design limitations it had not been pos-
sible to lock in the fan noise. Therefore a special fan was
designed according to rules mentioned in Sect. 16.1.4.
Noise level is now not as low as in newer aero acous-
tic tunnels; however, it is low enough to perform aero
acoustic investigations of all kind. To increase top wind
speed from 150 km/h to 260 km/h the semi-circle arch
in the open return path was filled with 13 axial blowers
(Fig. 16.33).

SPL (dB(A))

120
Normal wind tunnel

100 o/)/)/O/Q
Ist generation ®

80 [ Aero-acoustic wind tunnels o7 i

60 S5 = 2nd generation

40 [}

20

0 50 100 150 200 250 300
Wind (km/h)

Fig.16.31 Measured out-of-flow SPL of several open jet
wind tunnels (source Audi AG)

Thermal Wind Tunnels
For each new vehicle two thermo systems have to be
developed and tested:

® engine cooling, radiator and several heat exchangers
® heating, ventilation, and air conditioning (HVAC).

For the former a hot climate is needed, for the latter
hot and cold, including further climate parameters such
as humidity, sunlight, rain, and snow. Accordingly, two
types of wind tunnels have been built:

® purely hot tunnels
® hot and cold tunnels.

With regard to their size (cross section An), three
kinds of wind tunnels can be distinguished:
10—12 m? for full-size trucks and buses;

6 m? for cars;
® < 4m? for radiator tests with cars.

Generally the air path for all these tunnels is a closed
return (Gottingen) type, as shown in Fig. 16.34, and the
test section is open. Comparative tests confirmed the
aforementioned finding that ground simulation can be
simple: a rigid floor is sufficient.

Representative of the first category are the two Fiat
thermo tunnels [16.24]. They are part of a wind-tunnel
center including a 31 m? normal wind tunnel. One of the
two 12m? tunnels is laid out for high temperatures and
sunlight simulation (hot tunnel), the other for cold en-
vironment (cold tunnel). Equipped with dynamometers,
this pair of wind tunnels is well suited for all kinds of
thermal tests.
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Measures for attenuation

El high
Frequency < B middle
low

Broad-band absorption in plenum

Fig.16.32 Aecro-acoustic wind tunnel of Audi AG; design Wiedemann [16.22]; cross section Ay =11 m?2, maximum
wind speed Vipax = 300 km/h, OSPL at 140 km/h = 57 dB(A), moving floor, rotating wheels.

For thermal tests with cars a cross section of 12 m?
is more than sufficient. From the investigations men-
tioned in [16.25,26] and from experience AN = 6 m?
has proven to be sufficient. However, in order also to be
able to test full-size trucks and buses, several of these
thermal tunnels are equipped with nozzles that allow for
different cross sections: 6 m? for cars and 10—12 m? for
large vehicles. The loss of top speed with the greater
nozzle area can be accepted because of the speed limit
of these larger vehicles. Two types of nozzles have been
developed for this purpose:

® nozzles with a flexible upper wall (Fig. 16.35)
e tandem nozzles (Fig. 16.36).

A particular vehicle type comes with a variety of
cooling systems (engine, oil, intercooler, condenser,
exhaust gas, etc.). To develop these different systems re-
quires a large effort. However, many of the related tests
can be performed at ambient temperature. This work is
performed in wind tunnels or with blowers with a noz-
zle cross section of ca.2 m”. Only fine-tuning is done in
a hot tunnel.

For tests with rolling stock for railways and street
cars a large wind tunnel is needed. Coaches are about
30 m long. The only way to simulate the flow on all four
sides of the coach is in a closed test section. In its design
a compromise has to be made between reproducing the
axially constant flow velocity and a zero axial pressure
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Fig.16.33 Wind tunnel of Pininfarina, design Morelli [16.3]; upgrade Cogotti [16.27]; cross section Ax = 11.75 m?,
maximum wind speed Vipax = 260 km/h, OSPL at 140 km/h = 77 dB(A), moving floor, rotating wheels
gradient. The air-conditioning units’ air inlet and the see the figure caption). The maximum wind speed is
outlet of the used air must be at the same pressure as on 300 km/h for the large and 120km/h for the smaller
the track, where it is atmospheric. tunnel.
Two such wind tunnels exist at Rail Tec Arsenal
(RTA), Vienna. A view into a test section is repro- Small-Scale Wind Tunnels for Automobiles
duced with Fig. 16.37. The cross section of both test There are many wind tunnels that are well suited
sections is ANy = 16m>. The length of the large tun- for testing small-scale vehicle models. Several are in
nel is 100 m, enough to host a train of three coaches academia, where they are used for this purpose only oc-
and a complete street-car train. The length of the casionally. Others, which were specifically designed for
smaller tunnel (30 m) is sufficient for articulated buses vehicle aerodynamics, are in research institutes. Some
(maximum length 18.75m) and full-size trucks. One existing small-scale wind tunnels have served as pilot
side wall of the test section is equipped with lamps
at an angle of 30° (standard for railway testing). In-
tensity can be varied from 250 to 1000 W/m?. Both
tunnels are equipped with dynamometers (for data
43m
3mx4m L)
2.3mx2.3m T
4.5mx4.5m <
3 50 :
: 14'3“‘1 R Fig.16.35 Adjustable wind tunnel nozzle of the cli-
= 93m matic wind tunnel of Behr GmbH; cross section
@ Fig.16.34 Typical climatic wind tunnel (data from Modine GmbH)  An = 2.0/8.0/10.0 m2, maximum wind speed Viax =
— 139/100/80km/h four roller dynamometer, temperature

cross section AN =5.3/12 m?, maximum wind speed Vmax =250

or 130 km/h, four-roller dynamometer

—30 < T < +50°C; sunlight 1000 W /m?
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Fig.16.36 Tandem nozzle of the climatic wind tunnel
(graphic after Modine GmbH)

tunnels during the design of a full-scale tunnel. Be-
cause of geometrical similarity, simulation deficits such
as blockage are the same as in the full-scale tunnel.
Differences occur only in the boundary layer of the
ground floor. With such model tunnels it is reliable
taking over results developed at small scale to the full
scale.

Reduced-scale wind tunnels can be built at very
low cost; the quarter-scale tunnel at the Motor Indus-
try Research Association (MIRA), shown in Fig. 16.38,
is a striking example [16.28,29]. Also the operating costs
of such facilities are low, and flexibility is high. Both ar-
guments are reasons why small-scale testing is coming
into fashion again.

Fig.16.37 Testsection of one of the two large climatic wind
tunnels of RTA Rail Tec Arsenal, Wien (photo RTA); cross
section AN = 16 m?2, length 100/30 m, maximum wind
speed Vmax 300/120km/h, dynamometer 850/250 km/h
temperature —50 < T < +60 °C; sunlight 1000 W /m?

Small-Scale Wind Tunnels for Trains
Generally, aerodynamic investigations with trains are
carried out in normal wind tunnels, which are otherwise
used in aviation. A scale of 1: 10 is common. Because
the test sections of these tunnels are relatively short,
only short trains can be investigated, the head (locomo-
tive) and two to three coaches. Tests at higher Reynolds
numbers are carried out in a cryogenic tunnel.

A wind tunnel specially laid out for testing trains is
shown in Fig. 16.39. It is the soufflerie a veine longue
at Saint-Cyr-L’Ecole, France [16.30]. The model scale
is 1: 20, and for special tests (pressure measurements)
1 : 10. The height of the ceiling of the closed test section

Six-component balance

Moving floor (belt)

(in parked position)

6m

17.3m

Fig.16.38 Small scale wind tunnel of MIRA, Nuneaton, UK (graphic MIRA); cross section Ay = 2.12 m?, maximum

wind speed Vinax 90 mph, moving floor
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Fig.16.39 La souflerie a veine longue

Height adjustable ceiling «——

in Saint—Cyr—L’Ecole, France [16.30]

35m

can be reduced from 1.75 mto 1.1 m to increase the wind
speed from 40 m/s to 60 m/s. The axial pressure loss is
compensated by the angle of the roof. Ground simula-
tion was improved by boundary-layer suction. Later the
first 6 m were equipped with a moving belt with rails
and sleepers.

Tests with pantographs are performed with their
originals in full scale, mainly in aero-acoustic wind
tunnels from the automobile industry.

16.1.8 Tests with Moving Models
and Full-Scale Vehicles

Small-Scale Models
Model track: as discussed, the boundary layer devel-
oping on a wind-tunnel floor impairs the simulation of
the flow underneath a vehicle, more so with decreasing
ground clearance. Other tests, for example the meeting
of two trains or a train entering a tunnel, cannot be sim-
ulated under dynamic conditions in a wind tunnel at all.
Model tracks for small-scale train models are suitable
for such tests [16.31].

Catapult: unsteady effects can also be studied by
shooting the model — train or car — crosswise through
the jet of a wind tunnel [16.32] (Fig. 16.40). In order
to keep the sections of the track needed to accelerate
and break the model short, the balance inside the model
must be able to bear a high acceleration. In any case, the
test signal will be superposed by large amounts of noise
from the spring—mass system formed by the model and
balance, and must be filtered.

Towing tank: another possibility to avoid an impair-
ing ground-floor boundary layer or to study transient
effects is offered by a towing tank, in which a fully im-
mersed model is towed through a water basin [16.33].
The speed must only be 1/15 of the speed in a wind
tunnel. Meeting of trains, and entering a crosswind gust
have been studied [16.34].

Full-Scale Cars and Trains
Aerodynamic drag: the aerodynamic drag coefficient
of a vehicle can also be measured in a coast-down
test [16.35] (this recent reference may well serve as
an introduction to the subject of fuel economy, and

Fig.16.40 Cross-wind test with small-scale model in
a wind tunnel, schematic
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in specific, to coast-down testing, the related litera-
ture, and the official regulations). It must be conducted
on a long, straight, level test track. Several methods
have been developed for the consideration of the in-
fluence of natural wind, although it is better yet to
perform the test with no wind at all. The test ve-
hicle is first accelerated to its top speed and then
allowed to coast freely by disengaging the engine. The
change of vehicle speed is continuously recorded versus
time.

The deceleration is caused by the aerodynamic drag
D, and mechanical resistance Dyy according to

dVv(r)

dr
where m is the vehicle mass (kg), f takes into account
the rotating masses, V(¢) is the vehicle speed (m/s) as

a function of time ¢, and Dj is the aerodynamic drag
(N)

m(l+ f) =Da+ Dy,

Da ZCDg\/ZA .

Dy is the mechanical resistance (NV); it is composed
of the tire rolling resistance, and the resistances of the
driveline and bearings:

Dy = purmg ,

where ur is the coefficient of rolling resistance, which
is a function of speed pur = ur(V); m is the vehicle
mass (during the test, which means including the driver
and gasoline) and g is acceleration due to gravity. f is
obtained from the equation of motion of the rotating
components

Fe La/ri+1o/r]
m

’

where /4 is the moment of inertia of the rotating compo-
nents of the driveline including the wheels of the driven
axle (Nms?), I is the same value of the non-driven axle
(Nms?) and rq and rg are the dynamic rolling radii of
the tires on the driven and non-driven axles ().

The main difficulty with coast-down tests consists
of accurately measuring the rolling resistance of the
wheels. Its measurement on a drum leads to erroneous
results. Considerable differences are found (either on
the outside or inside surface of the drum) compared
to on a level road. Furthermore, an additional effect is
caused by the vehicle’s suspension geometry (i. e., wheel
camber, toe-in).

There are three possibilities for taking rolling resis-
tance into consideration:

® rolling resistance is measured on a moving belt;

® it is measured with a trailer designed for investigat-
ing single wheels where all the wheel parameters
(load, tire pressure, camber, etc.) of influence can be
set [16.36];

® itis measured by towing the test car, which is covered
by a shrouding trailer [16.37].

Alternatively, the determination of the mechanical
drag Dy can be circumvented:

® when only increments of aerodynamic drag — due
to additional parts such as spoilers or panels on the
underside — have to be determined;

® when an artificial drag increment (with lift and
pitching moment unchanged) can be produced and
quantified by wind-tunnel measurements.

Crosswind sensitivity: the crosswind sensitivity of
a vehicle is not easy to assess because the driver must be
included. The traditional method is to subject the vehi-
cle to an artificially generated crosswind gust during
a straight-ahead drive on a test track [16.38]. Fig-
ure 16.41 shows a schematic illustration of such a test.
Usually, the vehicle’s lateral deviation y(z) from the
initial straight-ahead direction is considered as a char-
acteristic measure.

This kind of crosswind tests can be performed in two
ways:

1. The driver does not apply any steering correction.
The steering wheel is held either in its original po-
sition (fixed control) or it remains untouched (free
control).

2. The driver attempts to minimize the lateral deviation
y of the vehicle by counteraction with the steering
wheel.

The first method considers the reaction of the vehi-
cle alone. On a first glance it seems to be well suited for

Fig.16.41 Cross-wind test with real car, schematic
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comparative tests. However, it does not have much to do
with reality.

The second method includes the driver’s reaction;
thus the test result also depends on the driver. This pro-
cedure has the great advantage that the closed control
loop made up by the driver, vehicle, and road is repro-
duced and is very close to a real-life situation. At the
same time, the driver is acting as a sensor — by seeing
the deviation and feeling the accelerations (yaw and roll)
—and as an actuator — by operating the steering wheel.

Different crosswind facilities are in operation by the
automobile manufacturers. Regarding their length, size,
position, and number of blowers, and wind speed, they
differ significantly from each other. As a result, the test
data obtained in different facilities are hard to compare.

An error frequently incurred with crosswind tests,
especially when carried out by the press, is that the
yawing angle is set too high: 8 ~ 45°. Such high yaw-
ing angles are rather unlikely to occur at the high road
speeds where such a crosswind can affect the vehicle and
be dangerous. Yawing angles on the order of = 20°
(to 30°) are considered more appropriate for realistic
crosswind sensitivity comparisons among vehicles.

A realistic assessment of the effect of wind on the
system made up of the vehicle and driver can only be
achieved by driving under real conditions (stochastically
changing wind) on public roads. Over time, several pro-
cedures have been developed that include the driver in
the assessment (see [16.39] for the most recent).

Also cooling tests and break tests are carried out on
road. Load is produced either in the mountains or with
a break trailer on a level road.

16.1.9 Measurement Technique
The measurement technique applied in vehicle aero-

dynamics makes use of the same physical principles
as in other areas of fluid dynamics. Differences exist

Fig.16.42 Vehicle coordinate system

with regard to technical details and in application, and
only those will be considered here. The quantities to be
measured are compiled in Table 16.2.

Forces and Moments
In vehicle aerodynamics forces and moments are stated
in a vehicle fixed coordinate system, as sketched in
Fig. 16.42. The reference point is the position on ground
where the longitudinal centerline crosses the perpendic-
ular line halfway along the wheel base (a/2). Instead
of quoting the moments of yaw, pitch and roll as such,
they are declared as force increments on the front and
rear wheels, which makes communication with vehicle
dynamicists easier.

To measure the resulting forces and moments pro-
duced by the flow and to reduce them to components,
specific balances have been developed. In compari-
son to those used in aviation the following differing
specifications exist:

e forces in horizontal and vertical direction are of the
same order of magnitude;

® the resulting force and moment are reduced in
a vehicle-fixed system;

® the balance swiveling 8 = +180°.

Time in a vehicle wind tunnel is rare and very ex-
pensive. The balance must be designed for quick model
change, and the measuring time must be short. Fre-
quently, manipulations on the underside of the vehicle
have to be executed. Therefore the balance should be
completed by a device to lift the vehicle (1.80 m) and
to relocate it exactly. Some balances are designed to be
equipped with a moving belt and mini-belts to rotate the
wheels.

According to the manner in which the vehicle is
connected to the balance three types can be distinguished
(Fig. 16.43):

1. Wire suspension: this classical technique borrowed
from aviation is no longer applied in vehicle aero-
dynamics as assembling the model is too slow.
However, it still offers several advantages. The thin
wires disturb the flow far less than struts or stings,
and their drag can easily be calibrated out. Further-
more, the suspension makes it possible to allow the
vehicle’s wheel roll on a broad, moving belt with
reduced and controlled wheel load.

2. Sting: the vehicle is held by a rigid sting, either from
above or from the rear. Flow is disturbed to vary-
ing degrees, especially separation at the rear. This
technique is widely used for racing cars. Wheels
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Fig.16.43a-c Three possibilities to assemble a model to
a wind-tunnel balance, schematic; (a) traditional wire sus-
pension; (b) with sting from top or rear; (c) on platform

are mechanically disconnected from the vehicle’s
body, held from outside by covered two-component
balances or stings, and can roll on the moving
belt.

3. Floor balance: the vehicle rests with its four wheels
on four small platforms that can be adjusted for the
wheel base and track. This type is preferred in vehi-
cle aerodynamics, and allows for the integration of
devices to rotate the wheels.

Traditionally, floor balances were designed to sepa-
rate the forces and moments in the six degrees of freedom
mechanically [16.40]. One quality measure of a balance
was how well the cross-effects were eliminated. Today
this is no longer practiced; the decoupling is performed
strictly numerically.

Three different designs of balances are in use
(Fig. 16.44):

Floating-frame balance, seven components: vertical
and horizontal components are mechanically decou-
pled. The frame is floating on hydrostatic bearings;
drag and side forces on the front and rear axle are
measured via connecting struts. The lift balances
are mounted inside the frame, one for each wheel.
Horizontal displacement of the test object (elas-
tokinematic elements, tires) has no effect on the
measurement.

Platform balance, six components: the platform is
held by six struts that are connected with force-
measuring elements. Horizontal forces move the test
object and have an effect on the force distribution.
The movement is measured optically and corrected
for. The six forces are not mechanically decoupled.

Fig.16.44a—c Different designs of platform balance,
schematic; (a) floating frame; (b) rigid platform;
(c) four/two columns
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Projected minibelt
surface

Fig.16.45 Pressure distribution around a wheel, needed for
wheel-pad correction, schematic

The interaction is registered during calibration and
stored in a matrix.

3. Column balance, 4x6 components: The test ob-
ject rests on four columns that are assembled on
arigid, common ground plate and can be adjusted to
the wheel base and track. For testing motor cycles
only two are needed. Each column is equipped with
a complete six-component balance.

In any case, each wheel rests on a small rectangular
surface — be it a rigid pad or a minibelt — which is
inevitably wider and longer than the footprint of the
tire. Thus it is subjected to the pressure field around

0.8

15

Fig.16.46 Flat pressure probe, called a bed bug

the footprint (Fig. 16.45), and has an effect on lift. By
measuring the pressure field on the pads an empirical
correction can be applied.

Pressure
When it is not permissible to drill a hole into the sheet
metal of the body of the test object, pressure is measured
by thin disc-like probes (so-called bed bugs), as shown
in Fig. 16.46, which are fixed to the surface of the body
by an adhesive. If more than one probe is used attention
must be paid not to impair the local flow due to the plastic
hoses connecting the probe to the pressure transducer.

Pressure-sensitive paints (PSP) have not yet gained
acceptance in routine vehicle aerodynamics for three
main reasons:

® because of the relatively low flow speeds, pressure
differences to ambient are low

® the expenditure for preparing the model is high

® calibration needs a lot of time.

To scan fields of pressure and velocity in the space
around the vehicle so-called multi-hole probes are used.
The most prominent example is the 14-hole probe de-
veloped by A. Cogotti [16.41] (Fig. 16.47). Local values
for the velocity v(z, y) and the loss of total pressure in
a plane x = const behind the test object give an indi-
cation of where on the vehicle drag is generated. In the
case of Fig. 16.48 upwind and downwash were produced
with the flaps seen in Fig. 16.19 in specific stationary po-
sitions, leading to the vorticity shown on the diagrams
on the right-hand side of Fig. 16.48.

Velocity
Vehicle aerodynamicists like to measure the air veloc-
ity with a vane anemometer; a collection is depicted

28

00
00

o
&

Probe PF 141

Fig.16.47 14-hole probe after A. Cogotti [16.41]
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Fig.16.48 Cross flow and vorticity for upwash and downwash produced by the flaps shown in Fig. 16.19 in specific

steady-state positions (after A. Cogotti)

in Fig. 16.49. Often they are handheld to detect local
flow streaks, for instance in front of breaks. Probes with
a diameter of 80—100 mm but very thin are used to mea-
sure the flow distribution in front of (or behind) a radiator
or condenser.

Measuring the flow velocity in discrete loci but
continuous in time is the domain of laser Doppler
anemometry (LDA). Using three pairs of laser beams
all three components of the velocity vector can be
measured. Its application is described in [16.42]. If con-
tinuous information of speed in a plane is needed particle
image velocimetry (PIV) is well suited [16.43]. It allows
recording the complete flow field in a plane within a few
microseconds. Thus it makes it possible to get insight
into an unsteady flow field, such as the vortex filed in
a plane x = const behind a car.

Air Flow Rate
The air flowing through a vehicle’s passenger compart-
ment serves as a transport medium for mass and heat.
It is its task to control thermal comfort and hygiene.
Apertures designed into a body are:

® inlet: for cars generally in front of the windshield

® outlet: for cars at the rear; formerly at the C-pillars,
now in a region of moderate (low) pressure, for in-
stance at both sides, hidden behind the rear bumper.

Besides these designed openings there are other un-
wanted ones, so-called leaks, where air may come in or
go out.

Generally, the air flow rates through all these aper-
tures depend on the flow field around the vehicle, i. e., on
the driving speed. Measurement of this volume flow is
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Fig.16.49 Vane anemometers, diameter (from left to
right): 11, 22, and 88 mm

Voo

—_—

G )
Fig.16.50 Test set up to measure the air flow rate through

apassenger compartment, schematic; /eft: outside auxiliary
blower to measure the extraction line; right: air flow test

carried out in a wind tunnel in two steps, as summarized
in the schematic in Fig. 16.50:

Static pressure difference (N/m?)

500
400
300
200

Ap;
100

-100
-200

-300

Body leakage lines

Extraction lines

40 80 120 160

Airflow rate (1/s)

Fig.16.51 Measurement of air-flow rate, extraction lines
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Fig.16.52 Air flow rate versus driving speed for three
different fan stages

1. measuring the extraction curves with an external
blower
2. determination of the air flow rate using these curves

This technique is attributed to Wallis [16.44], how-
ever it was in fact developed independently in several
places. The reference in both cases is the interior pres-
sure Api = pi — Poo-

In order to measure the extraction curve all inlet
openings are sealed; the exir openings remain open.
While the wind is on, air is fed into the compartment
through a hole in one of the windows from an external
blower and hose. The static pressure inside the com-
partment, A p; = pi — po, is measured as a function of
the volume flow Ap; = f(V). The volume flow of the
blower V is measured using a flow meter inside the tube.
This measurement is repeated for several wind speeds
U and plotted in a graph (Fig. 16.51).

In a second step the external blower and the supply
hose are removed, and the inlet apertures are opened.
Now the interior pressure A p; is measured again for the
same wind speeds Ux, as above, Ap; = f(Uso). All im-
portant settings of the control flaps of the HVAC system
and speeds of its fan are investigated. For each set of
(n, Api, Ux) the volume flow can be read as a function
of wind speed, and is plotted as shown in Fig. 16.52.

If these two steps are repeated with the outlet
apertures sealed the leakage air flow rate can also be
measured.

Flow Visualization
Flow visualization serves as an important aid in exper-
imental vehicle aerodynamics, in wind tunnels and on
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Fig.16.53 Traditional flow visualization with wool tufts
(photo Volkswagen AG)

the road or track. Traditionally wool tufts were used,
and they are sometimes still used even today, in various
versions:

e tufts on the surface of the body, as shown in
Fig. 16.53; this technique, although preparation of
the model is lavish, was applied to localize sepa-
ration; it is also suitable for tests on the road and
track;

® tufts in an orthogonal screen (positioned behind the
vehicle) to visualize longitudinal vortices;

® a tuft on a single probe, to detect the local flow
direction, for instance in front of breaks.

A useful technique to visualize the flow on the sur-
face is the application of a liquid film of petroleum and
gasoline containing colored or luminescent pigments.
Figure 16.54 displays a typical result. The liquid is
painted (or sprayed) onto the surface, and the wind is
quickly accelerated and kept on until the film dries. How-
ever, such painted images must be interpreted carefully,

Fig.16.54 Flow visualization with emulsion of Schlemm-
kreide (photo Daimler Chrysler AG)

Fig.16.55 Flow visualization with smoke; top: smoke in-
troduced into the near wake; bottom: smoke introduced into
the undisturbed oncoming flow (photo Volkswagen AG)

especially in regions of separated flow, for example, at
the vertical areas of the vehicle body, where gravity
affects the paths of the particles.

A device frequently used is a smoke generator. By
feeding thin smoke streaks into an airstream, the path of
the air flow becomes visible. Generally, an alcohol/water
mixture is evaporated in the generator. An optical dense
nontoxic vapor —frequently called smoke —develops, and
is injected into the airstream with a long thin (heated)
stem at two different locations:

® into the undisturbed flow ahead of the vehicle;
streamlines become visible, as depicted in the lower
part of Fig. 16.55;

® into the separated flow, where it fills the entire near
wake up to the separation point, as seen in the upper
part of Fig. 16.55.

Good illumination is a prerequisite for flow vi-
sualization. To generate a plane of light, light from
a high-performance laser (5-24 W) must be first led
through a cylindrical lens and then deflected with a mir-
ror in such a way that the vehicle can be illuminated
in each desired section across its full width, length
or height. The thickness of the light sheet should be
between a few millimeters and several centimeters.

Alternatively, the flow in a region of separation can
be investigated with a bubble generator. Helium-filled
soap bubbles are introduced into the air flow and pho-
tographed. If the exposure time is well chosen, individual
flow paths are visible (Fig. 16.56). This method is well
suited to small-scale models, but is occasionally also
applied to full-size cars.
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Fig.16.56 Flow inside near wake made visible with He-
filled soap bubbles (photo Adam Opel AG)

A simple and very sensitive method to detect lines
of separation is offered by the application of talcum.
The location where separation is expected to occur is
sprayed with a very thin oil film before the test. During
the test talcum is blown into the zone of separated flow.
It deposits where the flow separates, and a line of sep-
aration becomes clearly visible. Because talcum is dirt
for a wind tunnel, this technique should only be used for
special problems. However, on the road and track it can
be used without restriction.

Water tunnels are extremely well suited for flow vi-
sualization. Formerly, methods in which flow patterns
on the surface became visible were preferred. Later,
methods in which the three-dimensional flow was made
visible were introduced. One possibility is to add a thin
colored streak of liquid (milk) to the flow; the most
prominent example is Reynolds’ experiment from 1883,
with which he made the transition from laminar to tur-
bulent flow in a pipe visible. However, adding a colored
liquid to the flow of a tunnel with a closed circuit has the
disadvantage that the colors dilute the water and make
it quickly unusable.

Instead, the effect of electrolysis can be used. A thin
wire is spanned across the flow and a pulsed direct-
current (DC) voltage applied. Hydrogen bubbles are
generated and carried away with the flow. If the wire
is isolated, equidistant bubble streaks become visible,
similar to the smoke streaks in a wind tunnel. As an ex-
ample Fig. 16.57 depicts the shear layer over an open
cabriolet. Pictures like this can be used for comparison
with CFD results. If the wire is spanned in an area of
separation similar pictures as with the He bubbles can
be produced.

However, although very attractive pictures can be
produced this way, water tunnels are barely used in the
course of vehicle development anymore.

Fig.16.57 Flow visualized by H-bubbles generated with
a wire in a water tunnel (photo Daimler Chrysler AG)

Flow Noise
The measurement of flow noise has two objec-
tives [16.45,46]:

® [Exterior noise: the typical example is a high-speed
train. To get authorization to run a train the operator
has to prove that the train conforms with noise reg-
ulations. Specifically, the sound pressure level must
be below 90 dB(A) at a distance of 25 m. To ensure
this, during the development of the train the noise
sources have to be localized and methods to attenuate
them have to be developed.

® [nterior noise: such as the noise inside the passenger
compartment of a car, a bus or a wagon. Interior noise
is an important matter of comfort. In this case not
only objective data have to be recorded. The noise
must be assessed according to subjective criteria and
speech recognition.

What makes this task delicate is that interior noise
can only be measured when a prototype exists. How-
ever, once a project is in the prototype phase only minor
modifications can be performed. Therefore it is neces-
sary to know how exterior noise sources and interior
noise level correlate. Only then can measures be devel-
oped to keep interior noise at a level that is assessed as
comfortable.

Four measuring systems are on hand to determine
the data:

® asingle microphone

® two microphones built into the auditory canals of an
artificial head

® an acoustic mirror with one or more microphones

® a microphone array.

The latter two systems have been developed to lo-
calize sound sources on moving objects such as trains
or cars. Of course they can also be used in a wind
tunnel, however, only in those with an open test sec-
tion.
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Single microphone: a microphone is an extremely
sensitive pressure sensor, transforming an alternating
pressure into an alternating-current (AC) voltage. Ac-
cording to George [16.47,48] in the frequency range
of interest the measurement signal should vary by not
more than +2dB with frequency. Condenser micro-
phones meet this prerequisite, provided that the diameter
of the membrane is matched to the frequency range
under consideration. This linearity is lost as the wave-
length of the sound signal approaches the diameter of
the membrane. Microphones with a small diameter are
suitable for high frequencies. Inside a passenger com-
partment a frequency range of 20 Hz to 12 kHz must be
covered. The appropriate microphone diameter is 1/2”
(12.7 mm).

Because of pseudo-noise generated by the flow
around a microphone, in-flow measurements with
a microphone are hardly ever performed. Even a well-
streamlined nose cone, which was formerly used for
this purpose, cannot overcome this effect. Instead, noise
close to a surface is measured with so-called surface mi-
crophones with the dimensions of a small coin: outer
diameter 20 mm, thickness 2 mm. A typical test set up
is shown in Fig. 16.58, where the sound pressure on the
surface of a side window close to the wake of the side
mirror is measured. The result is shown in Fig. 16.59.
The difference in sound pressure level with and with-
out mirror is compared for two different mirrors: the
noisy mirror, lower diagram, increases the wind noise
by approximately 20dB compared to the case with-

Fig.16.58 Test set up with surface microphones according
to Briiel and Kjaer (Photo courtesy Forschungsinsti-
tut fiir Kraftfahrwesen und Fahrzeugmotoren Stuttgart
(FKFS))

out a mirror, while the silent adds only 2—10dB to the
(exterior) noise.

When measurements are carried out in rooms with
only very low wind speed, such as inside a passenger
compartment, a definite and repeatable position of the
microphone must be observed. Admittedly, because of
the multiple reflections at the walls the noise field is dif-
fuse, and the level of sound pressure is independent of
the microphone’s position. However, very close to the
walls, which themselves are noise sources, this is no
longer true. As shown in Fig. 16.60 the sound pressure
level increases when the microphone approaches the side
window. The left ear of the driver is within the near field
of the side window [16.49]. Therefore, this position was
formerly selected as the standard for comparison of in-
terior noise inside a passenger car. A typical result is
shown in Fig. 16.61. In this case, the interior noise was
measured twice: with the exterior mirror in place and
without. The mirror is perceptible in the high-frequency
range.

Artificial head: to subjectively assess the interior
noise more like a driver or passenger the single micro-
phone can be replaced by an artificial head (Fig. 16.62).
The noise is recorded by two microphones built into the
auditory canals of this head model. Subsequent to the
test in the vehicle the noise is analyzed, reproduced bin-
aurally and listened to with a head set. Different noise
signals can be compared by quickly switching from one
to another, and the effect of specific frequency bands
can be assessed. The target is to tailor an agreeable
spectrum, and measures are elaborated with which it
can be reproduced inside the car, a task known as sound
engineering.

Acoustic mirror: noise sources, either stationary or
moving, can be localized with an acoustic mirror. Its
working principle evolves from Fig. 16.63 [16.50]. The
mirror is made up from an ellipsoid of revolution. One
focus is directed at the object, while the microphone
is located in the other, where the sound waves emit-
ted from the object arrive. The sound pressure level
is between 20—40dB higher than that measured with
a single microphone without a mirror, although the am-
plification depends on frequency and is lowest at low
frequencies.

The surface under investigation must be scanned
point by point. More than one point can be measured
at a time when several microphones are placed at the
focus of the mirror (Fig. 16.64). However, their amplifi-
cation is not the same, and must be calibrated before the
test.
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Fig.16.59 Sound-pressure field difference behind an exterior mirror as compared with the case of no mirror in place;
bottom: noisy mirror, top: silent mirror [courtesy Forschungsinstitut fiir Kraftfahrwesen und Fahrzeugmotoren Stuttgart

(FKFS)]

When applied in a wind tunnel the mirror must be
placed out of flow, and two effects have to be observed:

® the sound wave emitted by a source located on the
object is transported by the airstream of the wind
tunnel. The source of sound appears to be further
downstream;

e refraction of the waves at the airstream’s boundary
make the noise source appear bigger than it is.

Microphone arrays: noise sources on moving
objects can be localized with a phased array of

microphones, as described in [16.51]. Only with
these can the movement of a sound source be
considered. Even narrow-band tones are correctly re-
produced, because the Doppler effect can be regained.
Figure 16.65 shows a schematic of the installa-
tion: 15 microphones produce one-dimensional (1-D)
sensitivity.

Geometrical Quantities
In vehicle aerodynamics several geometrical quantities
must be measured:
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Fig.16.60 Increase of SPL at the left ear of the driver when
coming close to the side window (after [16.49])

® the frontal area of the vehicle (Fig. 16.7), which is
the reference area for nondimensional coefficients

® the exact coordinates of the test object’s surface;
each shape modification must be documented con-
sistently with the computer-aided design (CAD)
dataset for communication with the design team

® stationary and unsteady deformations of body parts
(e.g., hoods, doors or ballooning of the roof of
a cabriolet).

Optical methods have been developed for these pur-
poses. Of course, these are not fluid-dynamic methods,
but they are indispensable tools for the vehicle aerody-
namicists.

SPL (dB)
90

—— With exterior mirror
— Without exterior mirror

31.5 125 500 2000 8000 L(A)
Frequency f (Hz)

Fig.16.61 Effect of outside mirror on SPL in the high-
frequency range (after [16.45])

%

b

Fig.16.62 Artificial head (photo Ford Werke GmbH)

i

Traditionally the frontal area is determined from the
vehicle’s shadow image, which is generated with a flash
light positioned at a large distance. The contour pro-
jected onto a screen is drawn by hand and the area is
determined with a planimeter. The divergence of the
light beam is corrected for by comparing the shadow im-
age of arectangular plane of a precisely given magnitude
(i.e,2m?).

Newer methods make use of edge tracking. The
disadvantage of these methods is that each measured
point has to be (automatically but nevertheless time-
consumingly) focused, because not all these points are
in the same plane. The accuracy of +0.3% is said to be
sufficient. The time required to measure one frontal area
is about 45 min.

A much faster method has also been devel-
oped [16.52]. The outline of the vehicle’s shadow image
is projected onto a screen with a 50 mm-diameter laser
beam that is moved by the wind tunnel’s traversing gear.
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Fig.16.63 Acoustic mirror (after [16.50])
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7 microphones

Recordét

Photoelectric
beam

Fig.16.64 Array or seven microphones close to the focal point of

an acoustic mirror

The contour is tracked with a frequency of 10 Hz, and
a photograph of each point is taken by a digital cam-
era. This event is repeated as long as the contour is
closed. The photo, which is taken by a digital camera
oblique to the laser beam, is inverted and the pixels in-
side the contour are counted and multiplied by their
area. The time needed to measure one frontal area
can be reduced to 8 min, with accuracy remained the
same.

With trains one goes without measuring the frontal
area; it is set to 10 m?.

In the course of developing the body’s shape in
a wind tunnel numerous shape modifications are car-
ried out. Their geometry has to be documented. While
this was formerly performed by taking off hand-made
patterns or metering on a measuring plate, today use is

15 microphones
with pre-amplifier

14 channel
magnetic tape

PCM data
recording

I

PCM — 3 _
encoder |— Allifgier -

Photoelectric beam

[ 2

Fig.16.65 Microphone array (after [16.51])

made of photogrammetry and triangulation, as described
in detail in [16.53,54].
Three kinds of tasks have to be performed:

1. static measurement of (many) single points
2. dynamic measurement of (many) single points
3. static measurement of free-formed surfaces.

For the first of these a single (digital) camera is
needed. The object, which must be prepared with (at
least) three marks, is photographed by hand from several
directions. For the second, for instance to measure the
lift off of a cabriolet’s roof (ballooning), two cameras,
mounted on a common console, are needed. For the
third case two cameras are also needed. In addition,
a projector, which is located between the cameras on the
same console, projects a grid onto the object.

The registration of the surface data of a complete
model at a scale of 1 : 4 can be done in 20—30 min, while
for a full-scale model 3 h are needed. The accuracy is
+0.1 mm.

16.1.10 Support
by Computational Fluid Dynamics

To a large extent aerodynamic development work is
based on empiricism. This is all the more relevant for
optimizing the shape of a vehicle, a process which is
performed by trial and error. All the information you
get after a shape modification is a set of six coefficients.
If, for instance, cp was reduced, you will continue to
modify the shape in the same direction. If not, you take
the previous modification back and try your luck at an-
other location. In neither case do you obtain information
about why the shape change had a positive or negative
effect on the flow.

Deeper insight into the flow physics can be gained
by performing detailed measurements in the flow field,
for instance a wake traverse, as shown with Fig. 16.48.
However, this kind of measurement is a rare exception;
time does not allow its performance very often.

In this situation computational fluid dynamics (CFD)
is gaining importance. Once the basic equations are
solved you can get almost any information you want
— velocity vectors, pressure, shear stress, separation of
flow and reattachment — throughout the entire space sim-
ply by appropriate postprocessing. All this information
can be used as a rationale for the next stage of shape
modification.

A survey of the related state of the art of CFD in
vehicle aerodynamics was recently given in [16.55].
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16.2 Short-Duration Testing

of High Enthalpy, High Pressure, Hypersonic Flows

In hypervelocity flows the speed of the considered fluid
is much larger than the speed of sound. Commonly
the hypersonic flow regime is considered to start above
a Mach number of M = 5. Ground-based testing of such
flows is performed in many different types of facilities.
The reason for this is the large range of flow conditions
and phenomena encountered in hypersonic flight and
the fact that no single facility can simulate all relevant
flow parameters simultaneously. Therefore, in hyper-
sonic testing, partial simulation of the complete flow
situation concentrating on selected flow phenomena are
performed in different types of facilities. Examples are
Mach—-Reynolds number simulation in cold hypersonic
ground-based test facilities, verification and qualifica-
tion of hot structures of space vehicles in arc-heated test
facilities, and the investigation of the influence of the
chemically reacting flow past an entry or re-entry ve-
hicle on its aerodynamic behavior in shock tunnels or
shock expansion tunnels. Comprehensive overviews of
ground-based testing of hypersonic flows are given by,
e.g., Lukasiewicz [16.56], and Lu and Marren [16.57].
One possibility to increase the Mach number in
ground-based facilities is by reducing the free-stream
temperature, i. e., the free-stream speed of sound. In this
case, high Mach numbers can be achieved while the free
stream velocity is significantly lower than the actual
flight velocity. However, characteristic of high-Mach-
number hypersonic flight with M = 10 and higher is that
the kinetic energy of the flow is large enough that high-
temperature effects such as vibrational excitation or
dissociation of the fluid molecules occur in the flow past
hypersonic vehicles. For such hypersonic, high-velocity
flows the term hypervelocity flow is used. The high flow
velocities and subsequently the high-temperature effects
are not duplicated in cold hypersonic ground-based test
facilities. During the re-entry flight of a space vehicle in
the Earth’s atmosphere or the interplanetary atmospheric
entry of space vehicles or meteorites, speeds in excess
of 6km/s are achieved. Considering a flow with this
speed in a test section with an area of 1m” and a den-
sity of 0.003kg/m>, a power requirement of 300 MW
already results. Therefore, continuous flow facilities are
not a practical way to generate such high-enthalpy, hy-
personic flows. Additionally, the correct simulation in
ground-based testing of the chemical relaxation length
of the dissociation reactions of the fluid molecules occur-
ring, for example, behind the strong bow shock in front
of the nose of a re-entry vehicle, requires the duplica-

tion of the flight binary scaling parameter, the product
of the free-stream density p and a characteristic flow
length L [16.58]. Consequently, the smaller the scale of
the wind tunnel model is chosen, the higher the free-
stream density or pressure needs to be. Considering that
the flight trajectory range of a re-entry vehicle from low
Earth orbit in about 70 km altitude, where the highest
heat flux typically occurs, the atmospheric density is ap-
proximately 10~*kg/m3. Using a geometrical scaling
factor of 30, a free-stream density in the ground-based
facility of 0.003 kg/m? is required. If a flow with this
free-stream density and a velocity of 6km/s is gener-
ated by expansion in a convergent—divergent hypersonic
nozzle from a reservoir at rest without adding energy,
a total specific enthalpy of about 23 MJ/kg and a nozzle
reservoir pressure on the order of 90 MPa is required.
This results in a nozzle reservoir temperature of about
10000 K. It is clear that such conditions can only be
achieved in impulse facilities with short flow duration.
The most successful types of facility that are able to
generate high-enthalpy and high-pressure hypersonic
flows are shock tunnels and shock expansion tunnels
with typical test times of approximately 5 ms and less.
The principle of these facilities is to store the energy
over a long period of time, therefore reducing the neces-
sary power requirement and subsequently releasing the
stored energy rapidly. Due to the high flow speeds, test
times on the order of a few ms are still sufficient for the
development of a steady flow over a model. According to
Hornung [16.59], a reasonable, conservative correlation
of the necessary test time to establish a steady flow is

L
T=20—,
Uso

where L is the model length and Uy is the free-
stream velocity. For a test using the aforementioned
flow condition and a 0.3 m-long wind tunnel model, the
required test time would be 1 ms. The high-pressure,
high-velocity flows that can be generated in shock tun-
nels and shock expansion tunnels make these facilities
not only suitable for the investigation of space vehicle
aerothermodynamics but also for studying complete air-
breathing propulsion systems, particularly supersonic
combustion ramjets (scramjets) at flight Mach numbers
of My, = 8 and above.

In the present chapter, the basic working principle
of different types of shock tunnels and shock expansion
tunnels, the special aspects of measurement techniques
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in such short-duration facilities with test times of ap-
proximately Sms and less and some selected typical
applications in existing facilities will be discussed. In
the different types of facilities discussed here, the wind
tunnel model is stationary, i.e., it is not moving. So-
called hypervelocity range facilities in which the model
is free flying at high speeds or combinations of hyperve-
locity range facilities and, e.g., shock tunnel facilities,
so-called counterflow range facilities are not discussed
here. Details of these facilities can be found, e.g.,
in [16.56,57].

16.2.1 Working Principle
of Shock Tubes/Tunnels
and Shock Expansion Tubes/Tunnels

Basic Principle of Ideal Shock Tubes
The basic layout of a diaphragm-driven shock tube is
shown in Fig. 16.66. It consists of two chambers of equal
and constant cross section separated by a diaphragm.
Both chambers are filled with gases at different condi-
tions pa4, Ty, ma, y4 and py, Ty, my, y1, where p is the
pressure, T the temperature, m the molecular weight and
y the ratio of specific heats. Initially the gases are at rest
in both chambers. As a convention for the present discus-
sion of shock and shock expansion tubes and tunnels, the
left section is called the driver or high-pressure section,
containing the driver gas, and the right part the driven or
low-pressure section, containing the test gas. After in-
stantaneous removal of the diaphragm, a shock wave is
moving into the driven section and the head of a centered
expansion wave is moving into the high-pressure region.

In 1860, this basic principle of shock tubes was
investigated theoretically by the mathematician Bern-
hard Riemann in Gottingen, Germany [16.60]. The first
practical application of a diaphragm-driven shock tube
was performed in 1899 by Paul Vieille in Paris, France,
studying the establishment and propagation of discon-
tinuous waves in columns of air traveling faster than
the speed of sound [16.61]. In Vieille’s shock tube
with a length of 6 m and a diameter of 22 mm, shock
wave speeds of up to 600 m/s were measured by ex-
panding pressurized air from 2.74 MPa to atmospheric
pressure using diaphragms of paper or collodion sheets.

ParTy T

Diaphragm

Fig.16.66 Schematic layout of a diaphragm-driven shock
tube

The measured propagation speeds agreed well with ideal
shock tube theory.

After this first application of a shock tube this effi-
cient apparatus was more or less forgotten until about
40 years later. Since the 1940s, shock tubes have been
extensively used for investigations related to gas dynam-
ical phenomena such as shock wave propagation, shock
wave reflection at obstacles or shock wave refraction at
contact surfaces, research of detonation waves, studies
related to aerodynamics, aerothermodynamics, determi-
nation of the physical and chemical kinetics properties
of high-temperature gases and applications in laser
technique, medicine or calibration of fast acting meas-
urement gauges. Descriptions of their working principle
and discussions of shock tube applications are given
by, e.g., Lukasiewicz [16.62], Glass and Hall [16.63],
Oertel [16.64], Lukasiewicz [16.56], Anfimov [16.65] or
Takayama [16.66].

The flow field developing after diaphragm removal
in the vicinity of the diaphragm location, i. e., when the
waves have not yet reached the left and right boundary,
is shown in an x—t wave diagram (Fig. 16.67), where x is
the streamwise coordinate with its origin at the position
of the diaphragm location, and 7 is the time with t =0
at diaphragm rupture. The solution of this Riemann or
shock tube problem can be obtained as an exact solution
of the one-dimensional, time-dependent Euler equations
for thermally and calorically perfect gases. A discussion
of this solution is given, e.g., by Sod [16.67] in connec-
tion with the investigation of different finite-difference
methods for the numerical solution of systems of nonlin-
ear, hyperbolic conservation laws. It is interesting to note
in this context that the approximate solution of Riemann
problems with generalized initial conditions on either
side of the grid cell interfaces (or diaphragm in the con-
text of shock tubes) are a core element of many modern

Time

Expansion fan

Contact
surface

Shock 1

Length

Fig.16.67 Wave (x—t) diagram of the flow developing in
a constant-area shock tube
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upwind computational fluid dynamics schemes [16.68].
These schemes are based on a numerical method apply-
ing the exact solution of the Riemann problem at the cell
interface developed by Godunov [16.69]. The numbers
used in Figs. 16.66 and 16.67 denote distinct regions of
the flow. Region 2 contains the shock compressed test
gas, while in region 3 the driver gas processed by the un-
steady expansion wave is contained. The test and driver
gas are separated by a contact surface.

The initial filling conditions of the driver and driven
section uniquely define the properties of the developing
unsteady expansion and shock wave. The pressure and
velocity obtained in region 3 by expansion of the driver
gas is given by e.g. [16.70]

E_a_“( o) > 1_(&&)0’4_])/2”
ap  ar \y4a—1 P1 P4 '

In order subsequently to generate a graphical solution
of the shock tube flow, the pressure and speed of sound
in regions 3 and 4 are nondimensionalized with their
respective quantities in region 1. The velocity in region 3
is normalized by the speed of sound in region 1, aj.
A graphical interpretation of this relation is plotted in
the left part of Fig. 16.68 for p4/p; = 1000 and different
speed of sound ratios a4 /a; and y4 = 1.4. The pressure
and velocity obtained in region 2 by shock compression
of the test gas can be obtained by the relation

2)/1 1/2
E_i<2_1> _nH
a  yi\pi1 %4—’“—1

yi+l1

This relation is plotted in the right part of Fig. 16.68. At
the contact surface in Fig. 16.67 the conditions py = p3
and up = u3 must be fulfilled. Combining these bound-
ary conditions with the above two equations results in
the relation

P4

P1

_r, 4= (2) ()

pi \/2),1 [2;/1 +n+D (ﬁ)]

Graphically, the solution of the shock tube problem can
be obtained by the point of intersection of the curve in
the right part of Fig. 16.68 with one of the curves in the
left part of the same figure. This is shown in Fig. 16.69
using aq /a; = 3.

The velocity, temperature, density, and pressure dis-
tribution of the flow in a constant-area shock tube at
a point in time after diaphragm rupture is shown in
Fig. 16.70. The position of the incident shock, contact
surface, and head of the unsteady expansion wave are
denoted by a, b and c, respectively. It can be seen that
the pressure and velocity distributions are continuous at
the contact surface while the temperature and density
show a discontinuity.

After reflection of the incident shock wave at the
right end wall of the shock tube, the test gas is
brought to rest in region O (Fig. 16.71). Subsequently,
the reflected shock wave penetrates the contact sur-
face. Depending on the local conditions, three types

o=

a) usla; b) u,/a,
10 S 10
\
9 9
8 8
7 7
6 6
S 5
S e B . 4
N
3 - ——ada; =5 - \ 3
2 a4/a1 =3 2
-------- a4/a1 =2 \
1 _ N 1
pa/pr = 1000 N
0 0
0 10 100 1000 0 10 100 1000

pilp

palp

Fig.16.68a,b Determination of the pressure and velocity in region 3 by separate consideration of processing the driver
gas in region 4 by the unsteady expansion for different ratios of a4/a; = +/T4/T; (@) and compression of the test gas in
region 1 by the shock wave (b); ps/p; = 1000 and y4 = y; = 1.4
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ula;
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Fig.16.69 Determination of the pressure and velocity in
region 3 with up =u3, p» = p3 at the contact surface;
as/ay =3

of shock wave/contact surface interaction can be dif-
ferentiated. If po/p2 = ps5/p3 the reflected shock wave
penetrates the contact surface without reflection, and
the contact surface is brought to rest. This case is called
a tailored interface condition, and the pressure remains
constant in region 0 (Fig.16.72). If po/p2 > ps/p3
the undertailored interface condition is obtained, and
an expansion wave is generated which lowers the
pressure in region 0. For the case of an overtailored

0 x
Fig.16.70 Velocity, temperature, density, and pressure distribu-
tion of the flow in a constant-area shock tube at a constant point
in time after diaphragm rupture; position of the incident shock

wave (a), contact surface (b), and head of the unsteady expansion
wave (¢)

Time

Expansion
fan

Reflected
expansion
wave

Test time

Length

l Driver gas i Test gas
Diaphragm

Fig.16.71 Wave (x—t) diagram of the flow in a constant area
shock tube after the expansion wave and the incident shock
wave were reflected at the end walls

interface condition (po/p2 < ps/p3), a shock wave
propagates into region 0, increasing the pressure in
region 0. Due to the fact that the shock compressed
and heated slug of gas in region O is used in shock
tube research for, e.g., the determination of physical or
chemical kinetics properties of high-temperature gases
or in reflected shock tunnel operation as the reser-
voir driving the flow in the nozzle and test section,
shock tube operation in tailored interface mode is most
desirable.

For a given driver section condition, a tailored inter-
face condition can only be obtained for one particular
driven section filling condition. For this reason different
types of driver gas conditions and driver gas mixtures are
used to achieve tailored interface conditions for different
stagnation enthalpies [16.56].

The head of the unsteady expansion wave is re-
flected at the left wall of the driver section and is
subsequently accelerated by interaction with the cen-
tered expansion wave (Fig. 16.71). Due to the fact that
the head of the reflected expansion wave has a higher
velocity than the incident shock wave, the lengths of
the driver and driven sections must be chosen such
that the arrival of the reflected expansion at the end
of the shock tube is delayed as much as possible. If
for example the shock processed gas contained between
the shock and the contact surface is used as test flow,
the reflected expansion wave should not intersect with
the reflected shock wave before this intersects with the
contact surface. In this way, the nominally available
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Fig.16.72 Shock wave/contact surface interactions for undertailored (left), tailored (middle) and overtailored (right)
interface condition; wave (x—t) diagram (upper row) and time history of pressure in region 0 (lower row)

time of constant flow conditions in region 2 can be
maximized.

Shock Tunnels — Ideal Operation

If air is used as the test gas, the flow generated in
shock tubes in region 2 can be used to duplicate stag-
nation enthalpies and pressures that occur during the
re-entry flight of a space vehicle [16.56]. However, the
Mach number is limited to M ~ 3. To overcome this
limitation and to be able to generate hypersonic flows,
the shock tunnel was proposed by Hertzberg [16.71].
Since then, many types of shock tunnels have been
developed and are operated in laboratories around the
world. Overviews of the facilities and their applica-
tion can be found in, e.g. [16.64,72,73]. The basic
principles of the two different ways of shock tunnel
operation, the straight-through shock tunnel and the re-
flected shock tunnel will be discussed in the subsequent
sections.

Straight-Through Shock Tunnel Operation. The basic
layout and wave diagram of a shock tunnel operating in

straight-through mode are shown in Fig. 16.73. At the
end of the shock tube, a divergent nozzle is attached,
in which the supersonic flow behind the incident shock
is accelerated to hypersonic Mach numbers. The time
increment to start the nozzle is reduced by initial evac-
uation of the nozzle and test section. For this reason,
a secondary, thin diaphragm is placed at the end of the
shock tube. The steady test flow is established in the test
section after the incident shock wave, a contact surface
and a system of waves has reached the nozzle exit. The
wave traveling with the local velocity # —a is an up-
stream facing wave that is initiated by a mismatch of the
post incident shock wave condition and the condition
generated by the nozzle expansion. Due to the fact that
this wave is moving into a supersonic flow, it is swept
downstream. The test time is finished after the u +a
wave generated by the arrival of the shock tube con-
tact surface or the reflected expansion wave reaches the
nozzle exit. In Fig. 16.73, the length of the facility has
been chosen such that both waves reach the nozzle en-
trance at the same time. In their study and utilization
of a straight-through shock tunnel Stalker and Mud-
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Fig.16.73 Wave diagram for a straight-through shock tunnel
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ford [16.74] obtain test times in the order of 10 ps. More
details concerning the straight-through shock tunnel can
be found in, e.g. [16.56,64].

Reflected Shock Tunnel Operation. The reflected shock
tunnel is characterized by a convergent—divergent noz-
zle that is attached to the end of the shock tube. Similar
to the straight-through shock tunnel, a thin secondary
diaphragm is placed at the nozzle entrance in order to
allow evacuation of the nozzle, test section and vacuum
tank before the run. The nozzle entrance diameter is cho-

Time
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Contact a
surface 2

Shock

Length

Test section

Nozzle

Driver gas

~

Test gas

Diaphragm

Diaphragm | Model

Fig.16.74 Schematic and wave (x—¢) diagram for a reflected shock

tunnel

sen sufficiently small such that the incident shock wave
is almost completely reflected, compressing and heating
the test gas again. The stagnant slug of test gas, gener-
ated by the shock reflection, is subsequently expanded
through the hypersonic nozzle. The principal layout and
wave diagram of a reflected shock tunnel are shown in
Fig. 16.74. In contrast to the shock tunnel and shock tube
configurations discussed above, the facility sketched in
Fig. 16.74 has different driver section and driven section
diameters. This area change at the driver—driven tube
intersection generates a steady expansion until the con-
dition M = 1 is reached at the throat section followed by
an unsteady expansion wave. For a given pressure dif-
ference between the driver and driven section, a steady
expansion provides a higher velocity increase in sub-
sonic flow than an unsteady expansion [16.56,75]. In
supersonic flow the opposite applies. Therefore, the area
change is a means of improving the shock tube and shock
tunnel performance.

For an ideal shock tube performance, i. e., not con-
sidering effects such as viscosity or multidimensional
flows, the test flow quality and resulting test time de-
pends on several aspects. The first is the wave pattern
that is obtained when the reflected shock intersects with
the contact surface. Based on the discussion on ba-
sic principles of ideal shock tubes, it is clear that the
shock tunnel operation should be tuned in such a way
that a tailored interface condition is obtained, resulting
in a nozzle reservoir with constant conditions. Further,
the shock tunnel geometry should be chosen such that
the reflected expansion wave does not reach the noz-
zle entrance before the contact surface. An additional
flow feature that influences the available test time is
the nozzle starting process. Similar to the flow estab-
lishment in the divergent nozzle of the straight-through
shock tunnel, a wave system has to pass through the
nozzle before a steady flow is established. This pro-
cess was studied by a quasi-one-dimensional analysis
by Smith [16.76]. The waves resulting from this anal-
ysis are shown in Fig. 16.74. The incident shock wave
(a) is followed by a contact surface (), an upstream-
facing secondary shock wave (c¢), and the upstream head
of an unsteady expansion (d). Compared to the straight-
through mode, significantly larger test times of the order
of several ms can be achieved with a reflected shock
tunnel.

Techniques for Total Specific Enthalpy Augmenta-
tion in Reflected Shock Tunnels. For reflected shock
tunnels, a good approximation to the total specific en-
thalpy of the nozzle reservoir condition is given by
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ho = ué, where ug denotes the speed of the incident
shock wave [16.59]. Introducing the shock Mach num-
ber Ms and still assuming that the gases are thermally
and calorically perfect, the relation between the initial
pressure and speed of sound ratio between the driver and
driven section reads:

pi_ 2 -Mg—(n—1)
p1 yi+1

1 1\
X[l_ﬂ_—.“_l.<MS__>} e
i+l as Ms

This correlation is plotted in Fig. 16.75. Consider-
ing high-enthalpy flows, as a first approximation,
the total specific enthalpy is approximately equal to
the kinetic energy of the flow. Assuming the case
that an air flow in the test section with a velocity
of uso =6km/s should be generated, a total spe-
cific enthalpy of 18MJ/kg (ho ~ 0.5u2,) would be
required. Due to practical reasons, air at room tem-
perature is used in the driven section of reflected
shock tunnels and consequently an approximate shock
wave speed of 4.2km/s and a shock Mach number
of Mg =12.5 results. According to Fig.16.75, using
a pressure ratio of ps4/p; = 2000, this shock Mach
number requires a ratio of speeds of sound of about
as/ay = 8.

When increasing the shock Mach number in air such
that the post-shock temperature exceeds an approximate
value of 800K, inner degrees of freedom of the test
gas molecules are excited and, at temperatures above
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Fig.16.75 Shock Mach number Mg as a function of p4/pi
and ay/a; for a perfect monatomic driver (y4 =5/3) and
diatomic test gases (y; = 1.4)

approximately 2500 K, oxygen molecules start to disso-
ciate. Therefore, the assumption of a constant specific
heatratio is no longer valid. The influences of these high-
temperature effects must be considered for the design
and performance prediction of shock tunnels and they
will be addressed later. Here the discussion is restricted
to reveal basic dependencies.

A high ratio of as/ay, i.e., a high value of a4 (a;
is fixed by the choice of using air at room temperature
as test gas) can be obtained by reducing the molecular
weight m4 or by increasing the temperature of the driver
gas. The first point is fulfilled by using hydrogen or
helium as the driver gas. With this choice of driver gas, in
conventional reflected shock tunnels, a ratio of a4/a; =~
3 can be achieved. The second way to increase the speed
of sound ratio requires heating of the driver gas. Several
heating techniques to increase the incident shock Mach
number and the stagnation enthalpy have been developed
and will be presented in the subsequent sections.

Electrically Heated Shock Tunnels. The driver gas can
be heated by external or internal electrical resistance
heaters. External heaters can be used to heat a light
driver gas up to a temperature of 800 K. Using helium,
this results in a4 /a; ~ 5, for hydrogen a4 /a; ~ 6.2. Ex-
ternal heating must be applied over a long period of
time and is limited by the material strength behavior
of the high-pressure driver tube with increasing tem-
perature. For this reason internal heaters with heating
duration of about one minute were applied to minimize
the tube heating [16.56]. Examples of electrically heated
shock tunnels are the LENS T facility at the Calspan-
UB Research Center Buffalo, New York, USA [16.77]
and the Aachen shock tunnel TH2 at the Rheinisch—
Westfilische Technische Hochschule (RWTH) Aachen
University, Germany [16.78]. For the LENS I tunnel, test
section velocities of up to 5 km/s (ho &~ 14 MJ/kg) using
ahydrogen driver and in TH2 velocities of up to 3.6 km/s
(ho ~ 7MIJ/kg) using helium as driver gas are reported.

Deflagrative Combustion Driven Shock Tunnels. In
deflagrative combustion-driven shock tunnels, a stoi-
chiometric mixture of hydrogen and oxygen diluted
by helium or a helium-nitrogen mixture is utilized to
create a hot driver gas [16.79]. The amount of helium
dilution of the hydrogen—oxygen mixture is on the or-
der of 70% by volume. An example of this type of
facility is the 16-Inch Shock Tunnel of the National
Aeronautics and Space Administration (NASA) Ames
Research Center [16.80]. In this facility the combus-
tion is initiated by wires extending over the length of
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the driver section and heated by the discharge of a ca-
pacitor bank. The subsequent deflagrative combustion
raises the pressure and temperature in the driver gas. For
this facility, which has been applied to hypersonic air-
breathing propulsion research, shock Mach numbers of
M, = 10 and total specific enthalpies of hp ~ 12 MJ /kg
at nozzle reservoir pressures of pg &~ 350 bar have been
reported [16.81]. In principle, the performance capa-
bility of deflagrative combustion driven shock tunnel
exceeds that of electrically heated shock tunnels and
detonative combustion-driven shock tunnels [16.82].
However, in the high-enthalpy regime the true perfor-
mance of this type of facility is unknown and a limitation
concerning the achievable driver pressure exists because

section

for driver operating conditions with post-combustion
pressures higher than about 400 bar, deflagrative com-
bustion is difficult to maintain and local detonations
may occur that could result in large driver pressure
fluctuations [16.79].

Detonative Combustion-Driven Shock Tunnels. In
detonative combustion-driven shock tunnels, the con-
ventional driver is replaced by a detonation section
that is filled with a gaseous reactive mixture. Typi-
cally, stoichiometric mixtures of oxygen and hydrogen
are used as the driver gas, with dilution by helium or
argon. Two main principles are applied in detonative
combustion-driven shock tunnels. These are the back-
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ward (or upstream) and the forward (or downstream)
propagation mode [16.83]. The schematic and wave
diagram of a detonative combustion-driven shock tun-
nel operated in backward or upstream mode is shown
in Fig. 16.76. The detonation is initiated at the loca-
tion of the main diaphragm and it moves backward,
i.e., upstream toward the left end wall of the driver
section. The flow velocity behind the detonation is di-
rected in the same direction as the detonation wave.
Due to the Taylor expansion that follows the detonation,
the burnt driver gas is decelerated and brought to rest.
This quasi-steady driver condition, obtained behind the
characteristic labeled (e) in Fig. 16.76, acts similar to
a high-temperature driver of a conventional shock tun-
nel and the wave processes in the driven section and
the nozzle develop as discussed before. At the left end
of the driver section, a damping section is added. This
section is filled with low-pressure nitrogen. Initially, the
detonation section is separated from the damping sec-
tion by a thin diaphragm. After reaching the damping
section, the detonation is converted into a shock wave,
which attenuates in the damping section and is subse-
quently reflected at the end wall. The addition of this
section is necessary in order to avoid the high mechani-
cal loads on the tube when the detonation wave would be
reflected at the end of the detonation section [16.83]. At
the driver—damping section interface a rarefaction wave
is generated that moves downstream and finally inter-
acts with the reflected shock wave in the driven section
(Fig. 16.76).

In the forward (or downstream) propagation mode,
the detonation is initiated at the upstream end of the det-
onation section as indicated in Fig. 16.77 [16.84]. For the
discussion of the basic working principle of the down-
stream propagation mode, the light gas driver shown
in Fig. 16.77 should be ignored. After initiation, the
burnt gas and the detonation wave move downstream
towards the main diaphragm. As the detonation wave
hits the main diaphragm, the hot accelerated combus-
tion products, which yield an effective unsteady driver
condition, drive the incident shock wave in the shock
tube [16.84]. In the downstream propagation mode, the
incident shock wave is attenuated by interaction with the
Taylor expansion following the detonation wave, lead-
ing to unsteady flow conditions in the nozzle reservoir
if a facility operation as sketched in Fig. 16.77 is used.

Due to the fact that with the forward propagation
mode the kinetic energy behind the detonation wave can
be used to drive the incident shock wave, higher shock
Mach numbers can be achieved with this mode com-
pared to the backward mode, where the driver gas is

first accelerated toward the left end of the driver section
thereby wasting some of the chemical energy of the det-
onation. This potential performance gain in the forward
mode resulted in the development of different techniques
to reduce and control the extent of the rarefaction caused
by the Taylor expansion. The shock-induced detonation
technique for example utilizes a light driver gas attached
at the upstream end of the detonation section as shown in
Fig. 16.77 [16.79]. This additional driver is used to gen-
erate a shock wave in the combustible driver gas mixture
that subsequently initiates the detonation wave. The in-
terface between the light driver gas and the detonation
wave processed driver gas acts as a gaseous piston that
leads to a higher pressure level behind the detonation
wave as would be obtained if the detonation is initiated
at a closed end wall. Further means of increasing the
performance of tunnels operated in the forward mode
are to increase the length of the detonation driver to de-
crease the flow gradients behind the detonation wave
or to generate additional waves in the detonation driver
to decrease the effect of the Taylor expansion, e.g., by
an area change at the driver—driven section interface or
the utilization of a cavity ring or a throat section in the
detonation driver [16.83].

Examples of detonative combustion-driven shock
tunnels are the TH2-D tunnel of the RWTH Aachen
University, Germany, the JF-10 and the BFJ-60 tunnels
of the Institute of Mechanics of the Chinese Academy
of Sciences, Beijing [16.83] and the HYPULSE facil-
ity of the Alliant Techsystems Inc. — General Applied
Science Laboratories (ATK-GASL) in Ronkonkoma,
USA [16.79]. Using the backward (TH2-D) and
forward propagation mode (JF-10), total specific-
enthalpy and nozzle reservoir pressure conditions of
14.6 MJ /kg, 220 bar (resulting in a free-stream velocity
of 4.9km/s) and 19.6 MJ/kg, 800 bar respectively, are
reported [16.83]. The available test time range is approx-
imately 2—4 ms. According to the relations given in the
framework of the discussion of the total specific enthalpy
augmentation, these conditions would result in shock
Mach numbers of Mg~ 11 and M ~ 13. Concerning
the ratio of the speed of sound in the driver and driven
section, an effective value of as/a; ~ 8 can be achieved
with detonative combustion-driven shock tunnels.

Electric-Arc-Driven Shock Tunnel. In electric-arc-
driven shock tunnels, an electric discharge heats the
driver gas hydrogen or helium to temperatures of about
8000 K for hydrogen, and about 20 000 K for helium. As
in conventional shock tunnels, the driver gas is separated
from the test gas by a diaphragm that bursts due to the rise
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in pressure within the driver during the capacitor-bank
discharge, initiating the shock tube flow as discussed in
previous sections. An example of this type of facility
is the Electric Arc Shock Tunnel (EAST) at the NASA
Ames Research Center [16.85-87]. The facility can be
used in shock tube as well as shock tunnel mode. Due
to its ability to generate very strong shock waves in
the shock tube — in hydrogen shock wave speeds up to
50km/s are reported — EAST is used to investigate the
effects of radiation and ionization that occur during very
high-velocity atmospheric entries such as that performed
by the Galileo probe, which entered the atmosphere of
the planet Jupiter in 1995.

The energy for the electric arc which heats the con-
stant volume driver is supplied by a 1530 wF capacitor
bank capable of storing 1.25 MJ when charged to a max-
imum of 40kV. The arc, which is generated by the
discharge of the capacitor bank through electrodes in the
driver section, is contained within an insulated chamber
and is initiated by a tungsten wire that extends along the
driver. In the first phase of the discharge, the electric cur-
rent passes mainly through the tungsten wire heating it
up. This heat is transferred to the driver gas causing ion-
ization and thereby allowing a portion of the electrical
current to pass through the generated plasma. Subse-
quently, after reaching a temperature of about 4000 K,
the tungsten wire explodes and vaporizes and an arc
forms in the driver. Approximately 50 ps after the dis-

Time

Contact
surface

charge was started, the diaphragm is fully open and the
shock tube flow is initiated [ 16.86]. During the discharge
process, a maximum current of approximately 600 kA is
reached.

In the shock tunnel mode the EAST shock tube
is connected to a 760 mm-diameter test section by
a convergent—divergent nozzle. Using nitrogen as the
test gas, tailored interface conditions were obtained at
7 < Mg <19, resulting in total specific enthalpies of
TMJ/kg < ho <40MJ/kg. Using helium heated up to
8000 K as the driver gas, this results in as/a; ~ 15. The
nozzle reservoir pressure varies from 44 bar (40 MJ/kg)
to 20 bar (7 MJ/kg). The test time ranges from 0.5 ms at
the highest total specific enthalpy to 1.5 ms at the lowest
total specific enthalpy [16.85].

Computational investigations of the potential operat-
ing conditions of EAST in reflected and straight-through
shock tunnel mode using air as test gas show that shock
Mach numbers of up to Mg ~ 16 would allow testing at
equivalent flight velocities of up to 8700 m/s. For the
reflected shock tunnel mode, the nozzle reservoir pres-
sure drops when increasing the total specific enthalpy. In
the equivalent flight velocity regime above 5500 m/s it
ranges from about 400 bar at 14 MJ /kg to approximately
170 bar at 36 MJ /kg [16.87].

Free-Piston-Driven Shock Tunnels. In a free-piston-
driven shock tunnel, the conventional driver of a shock
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explained in the section related to
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tunnel is replaced by a free piston driver. This concept
was proposed by Stalker [16.88]. A schematic and wave
diagram of this type of facility is shown in Fig. 16.78.
Free-piston-driven shock tunnels consist of an air buffer,
a compression tube, separated from an adjoining shock
tube via the primary diaphragm, and a subsequent noz-
zle, test section and vacuum tank. The high-pressure air
stored in the air buffer is utilized to accelerate a heavy
piston down the compression tube. During this quasi-
adiabatic compression and heating of the light driver gas
(typically helium or a helium argon mixture), the piston
reaches a maximum velocity in the order of 300 m/s.
The driver gas temperature increases with the driver gas
volumetric compression ratio. In principle, there is no
limit to the compression ratio used and therefore, there
is also no limit to the stagnation enthalpy that can be
generated [16.73].

When the main diaphragm burst pressure is reached
it ruptures and the wave process, as in a conventional
reflected shock tunnel, is initiated. The trajectory of the
piston is chosen in such a way that, after the main di-
aphragm rupture, the pressure and temperature of the
driver gas is maintained approximately constant. This
is achieved by selecting the velocity of the piston at
diaphragm rupture, and therefore the subsequent move-
ment of the piston, such that it compensates for the
loss of the driver gas flowing into the shock tube. For
this reason, in contrast to the constant-volume driver
of conventional shock tunnels, the free piston driver is
a constant-pressure driver. Due to the large forces oc-
curring during the operation of the free piston driver,
the compression tube, shock tube, nozzle assembly is
allowed to move freely in the axial direction. An inertial
mass placed at the compression tube/shock tube junction
can significantly reduce the recoil motion of the facility
during operation. The test section and the vacuum tank
remain stationary. A sliding seal is used at the nozzle/test
section interface. In principle no limit on the achievable
stagnation enthalpy exists for free-piston-driven shock
tunnels. However, in real facility operation, effects such
as contamination of the test gas impose upper limits.
Tailored interface operation at shock Mach numbers of
Mg = 18.5 in air has been reported [16.73, 88]. This
results in a total specific enthalpy of about 40 MJ/kg.

Considering the different types of high-performance
shock tunnel drivers, the free-piston technique ap-
pears to be the most developed and most distributed.
After a series of free-piston-driven shock tunnels,
T1-T3 (Australian National University, Canberra), T4
(The University of Queensland, Brisbane) were built
in Australia between the early 1960s and the late

1980s [16.73, 89], this type of facility was imple-
mented in a number of different institutions worldwide.
The largest ones of these are the TS5 at the Graduate
Aeronautical Laboratories of the California Institute of
Technology, USA [16.90], the High Enthalpy Shock
Tunnel Géttingen (HEG) of the German Aerospace
Center [16.91] and the High Enthalpy Shock Tunnel
(HIEST) of the Japan Aerospace Exploration Agency
(JAXA) at Kakuda [16.92]. The latter uses the largest
nozzle with an exit diameter of 1200 mm. The maxi-
mum stagnation enthalpy used is 25 MJ/kg at a 1500 bar
nozzle reservoir pressure, resulting in a test time of 2 ms.

Performance Considerations of Real Shock Tunnels.
The deviation from the ideal shock tunnel performance
as discussed for the straight-through shock tunnel and
for the reflected shock tunnel is caused by various
phenomena, e.g. [16.56].

The opening of the main diaphragm has so far been
considered as an instantaneous process. However, due
to the high pressure ratios p4/p; the diaphragm usually
deforms before rupture followed by a gradual opening
process of the diaphragm,e.g. [16.64]. Both effects result
in an initially two-dimensional flow with a curved shock
wave and contact surface. The shock wave propagates
across the shock tube, resulting in repeated reflections at
the wall and the center line. The interaction of the shock
and the reflected waves cause the shock front to be-
come planar within several tube diameters downstream
of the diaphragm location. However, the bulging of the
diaphragm and the gradual opening causes that the con-
tact surface becomes and stays curved [16.93,94]. For
high initial pressure ratios across the diaphragm, it was
found that the measured shock wave speed can exceed
the shock speed predicted by one-dimensional model-
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Fig.16.80 Schematic of the reflected shock wave/boundary
layer interaction which leads to shock bifurcation and the
development of a driver gas wall jet

ing of the ideal shock tube. These higher than ideal
shock speeds can be partially explained by the wave
processes that occur during the gradual opening of the
diaphragm [16.93].

A large impact on the real shock tunnel performance
have viscous effects in the shock tube and the hyper-
sonic nozzle. The effects of the growing boundary layer
within the shock tube can be explained, for example, by
the model developed by Mirels [16.95]. The wall bound-
ary layer developing behind the moving shock acts as
a sink that removes mass from the region between the
shock wave and the contact surface. This causes decel-
eration of the shock wave and acceleration of the contact
surface (Fig. 16.79). A limiting condition is reached at
which the shock wave and the contact surface move at
the same speed when the mass flow through the shock
wave is equal to the mass flow in the boundary layer past
the contact surface. Based on the ideal shock tube perfor-
mance, the available test time as indicated in Fig. 16.71
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Fig.16.81 Computed concentration of molecular and
atomic oxygen along the center line of the HEG nozzle;
the flow is modeled in chemical and thermal equilibrium as
well as nonequilibrium conditions

would only depend on the length of the shock tube if the
driver would be chosen sufficiently long such that the
arrival of the reflected expansion waves is sufficiently
delayed. However, the means of gaining test time by
extending the shock tube length is limited due to the
boundary-layer development.

For reflected shock tunnels, early driver gas con-
tamination is an important issue that is also linked to
the viscous flow developing in the shock tube. Af-
ter reflection of the incident shock wave at the shock
tube end wall, it intersects with the shock tube side-
wall boundary layer. Due to this shock wave—boundary
layer interaction, the reflected shock wave is bifur-
cated, and when it interacts with the contact surface
a wall jet of driver gas is generated (Fig. 16.80), which
arrives prematurely at the nozzle entrance where it con-
taminates the test gas [16.58]. Various devices have
been developed to detect the arrival of driver gas
in light-gas-driven facilities [16.73]. A discussion of
this issue for detonative combustion-driven facilities is
given [16.79].

The expansion of the test gas in hypersonic nozzles
to high free-stream Mach numbers generates relatively
thick boundary layers at the nozzle wall. This needs
to be taken into account in the nozzle design process
because the effective nozzle area ratio is reduced by
viscous effects. Furthermore, the wave pattern domi-
nating the nozzle starting process is influenced by the
interaction with the nozzle wall boundary layer and
multidimensional flow effects [16.96].

At high shock Mach numbers, the behavior of the
test gas air deviates from that of an ideal gas due to
the excitation of vibrational degrees of freedom of the
molecules and chemical reactions that are generated in
the shock heated gas. In the shock tube flow the test
gas can be considered as being in thermal and chemical
equilibrium. The largest differences between modeling
the test gas air in the shock tube as an ideal gas or as
a high-temperature equilibrium gas occur at high shock
Mach numbers and low shock tube filling pressures.
The temperatures in region 2 (behind the incident shock
wave) and region 0 (behind the reflected shock wave)
are significantly reduced due to the high-temperature
effects [16.97].

When operating reflected shock tunnels at high total
specific enthalpies, the temperature in the nozzle reser-
voir can be as high as 10000 K. If air is used as the test
gas the molecular species oxygen and nitrogen are highly
dissociated. This high-temperature, high reservoir slug
of test gas is subsequently expanded in a convergent—
divergent nozzle to hypersonic velocities. In the first
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part of the expansion, the resident time of a particle
in a certain flow environment is long enough that the
flow remains in thermal and chemical equilibrium. How-
ever, with increasing flow velocity a condition is reached
that the characteristic time to reach equilibrium is larger
than the residence time at the corresponding flow con-
dition. Therefore, the chemical relaxation process, i. e.,
the recombination of dissociated species freezes. An ex-
ample of this process is shown in Fig. 16.81 for the
High Enthalpy Shock Tunnel Géttingen [16.98]. In this
figure, the computed mass fraction of molecular and
atomic oxygen is plotted as function of the stream wise
direction along the nozzle center line, starting from
the nozzle reservoir until the nozzle exit for a high-
enthalpy condition. In the nozzle reservoir, the molecular
oxygen is fully dissociated. Due to the decreasing tem-
perature in the nozzle expansion, the oxygen atoms
recombine. The different flow models assuming the flow
in chemical/thermal equilibrium or in chemical/thermal
nonequilibrium reveal the freezing point in the noz-
zle expansion about 25cm downstream of the nozzle
throat. The corresponding translational/rotational tem-
perature and vibrational temperature distributions along
the nozzle center line are shown in Fig. 16.82. The
applied model to describe the thermal relaxation pro-
cess shows that similar to the chemical relaxation, the
thermal relaxation also freezes approximately 25cm
downstream the nozzle throat. Due to the partly disso-
ciated free-stream flow which is generated in reflected
high-enthalpy shock tunnels, the calibration process of
these facilities is very complex and the knowledge of the
free stream is important for the evaluation of the data ob-
tained in high-enthalpy shock tunnels. An approach that
strongly couples detailed diagnostics and computational
fluid dynamics tools is required [16.99].

Shock Expansion Tubes/Tunnels
In reflected shock tunnels, the heating of the test gas
is performed by the incident and reflected shock wave
resulting in very high nozzle reservoir temperatures
at high total specific enthalpy operating conditions.
In practice this imposes limitations on shock tunnel
operation at very high enthalpies. Shock expansion
tubes/tunnels [16.100-103] overcome these limitations
by avoiding the stagnant flow region in the nozzle reser-
VOIr.

The wave x—t diagram of an ideal shock expansion
tube is shown in Fig. 16.83. The set up of this type of
facility is similar to a shock tube with the addition of
a light secondary diaphragm that separates the driven
section into two parts: an intermediate section follow-
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Fig.16.82 Numerical prediction of the translational/ rotational tem-
perature and vibrational temperatures of molecular nitrogen and
oxygen along the nozzle center line of the HEG nozzle resulting
from different flow models (chemical and thermal equilibrium and
nonequilibrium)

ing the driver section and an acceleration section further
downstream. Similar to the shock tube operation, the
driver section is initially filled to high pressure with
a low-molecular-weight gas such as helium. The shock
tube is filled with the desired test gas to a pressure that
is generally sub-atmospheric. The acceleration section
(region 10 in Fig. 16.83) is filled with the acceleration
gas at a lower pressure than the initial filling pressure of
the shock tube. Typically, the same gas is used in both
the shock tube and acceleration section. The flow is ini-
tiated by bursting the primary diaphragm leading to the
wave processes as discussed in Sect. 16.2.1. Upon strik-
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Fig.16.83 Wave x—t diagram of an ideal shock expansion tube
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ing and rupturing the secondary diaphragm, the incident
(primary) shock wave acquires a higher Mach number as
itenters the acceleration section (secondary shock wave)
generating the flow in region 20. In order to equilibrate
the pressure and velocity from region 2 to 20 an unsteady
expansion is generated that accelerates the test gas of re-
gion 2 to the high velocity in region 5. The test section is
located at the exit of the acceleration section. The avail-
able test time is the period between the arrival of the
acceleration gas/test gas interface and the first wave that
disrupts the uniform test flow. This can be caused by the
arrival of the tail of the unsteady expansion wave gener-
ated after bursting of the secondary diaphragm. A second
wave that can be responsible for terminating the uniform
test flow is the reflected expansion wave which is gener-
ated when the leading wave of the unsteady expansion
intersects with the driver gas—test gas interface. As in-
dicated in Fig. 16.83, in an optimum shock expansion
tube configuration, both limiting waves arrive simul-
taneously at the test section location. Adjustments to
achieve a particular operating condition of the shock ex-
pansion tube are made by varying the driver gas speed
of sound and pressure, as well as the shock tube and
acceleration section filling pressures, and by changing
the relative lengths of the shock tube and acceleration
tube sections by changing the location of the secondary
diaphragm.

The difference between a shock expansion tube and
a reflected shock tunnel is the unsteady expansion from
region 2 to 5. In a shock tunnel all the energy is added
to the flow by heating of the incident and reflected
shock wave. Subsequently, the test gas is expanded to
high Mach numbers by means of a steady expansion
in a convergent—divergent nozzle. The steady expan-
sion is a constant total specific enthalpy process and is
described by

1,
H=h+§u = const ,

or dH =0. In a shock expansion tube, the incident
(primary) shock wave adds only a fraction of the final
enthalpy of the flow and the test gas is not stagnated. It is
processed by the unsteady expansion which is generated
after the secondary diaphragm burst. For this process,

2 +u = const

a

=1

applies. From this follows that
dH =—(M —1)dh .

Since the incident shock wave is sufficiently strong to es-
tablish supersonic flow (M > 1) in the test gas upstream

of the unsteady expansion and since for an expanding
flow dh <0, dH is always positive. Therefore, it fol-
lows that the total specific enthalpy and total pressure
are amplified by the unsteady expansion. The total pres-
sures achievable in the test section are far in excess of
the initial pressure of the driver gas. The shock expan-
sion tube process adds more energy per unit mass of
test gas than the reflected shock tunnel process and is
therefore better suited for very high-enthalpy ground
testing [16.59]. However, the available test time is gen-
erally approximately one order of magnitude shorter
than that for reflected shock tunnels when comparing
facilities of similar size. In a shock expansion tube,
the wind tunnel model is placed either inside or at
the end of the acceleration tube. Therefore, the core
flow and model size is limited by the tube diameter.
Similar to straight-through shock tunnels, a divergent
nozzle can be added to the end of the shock expan-
sion tube to expand the hypersonic flow to a larger area.
This configuration is termed the shock expansion tunnel,
e.g. [16.79,102].

For the former NASA Langley Research Center
shock expansion tube/tunnel with a 15.24cm inner
diameter tube, using an unheated helium driver to ac-
celerate test gases such as dry air or carbon dioxide
to test section velocities of approximately 5.6km/s,
test times of 100—300 s are reported [16.102]. The
large 0.6 m inner diameter of the LENS X shock expan-
sion tunnel at the Calspan-UB Research Center Buffalo,
New York, USA allows test times of approximately
2-3ms to be achieved at a flow velocity of about
3.5km/s [16.104].

Techniques for Total-Specific-Enthalpy Augmenta-
tion in Shock Expansion Tubes/Tunnels. Since the first
part of a shock expansion tube or tunnel is identical
to a shock tube or tunnel, the same type of different
driver techniques as used for shock tunnels can be ap-
plied for shock expansion tubes/tunnels to increase the
shock Mach number in the shock tube. An overview
of possible driver techniques is given in [16.82]. In the
subsequent sections, examples of these applications are
given.

Detonative Combustion-Driven Shock Expansion
Tube/Tunnel. The forward running detonation driver of
the HYPULSE facility of ATK-GASL in Ronkonkoma,
USA [16.79] is used to operate the facility as a reflected
shock tunnel as well as a shock expansion tube/tunnel.
The set up of the different tube sections of the facility
is flexible such that optimum component sizing for its
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different operating modes can be achieved. For shock
expansion tube/tunnel operation, the ratio of shock to
acceleration tube length is chosen in such a way that
the reflected expansion waves and the secondary ex-
pansion wave all arrive simultaneously at the end of
the acceleration tube. The facility with an inner tube
diameter of 15.24cm is used to generate hypersonic
flows up to a total specific enthalpy of 12-22 MJ/kg.
For these conditions, test times of 0.25-0.55ms are
achieved.

Free-Piston-Driven Shock Expansion Tubes/Tunnels.
In order to study the flow past spacecrafts at superor-
bital velocities (above 8 km/s) in various atmospheres
of the solar system, a series of free-piston-driven shock
expansion tubes/tunnels was developed at the University
of Queensland, Australia [16.73, 105, 106]. These facil-
ities basically utilize the free piston driver as described
in the section related to free piston driven shock tunnels.
Modifications of this driver concept by using a two-
stage piston or the addition of a compound driver to the
basic shock expansion tube set up shown in Fig. 16.83
were investigated in order to increase the performance
of superorbital shock expansion tubes [16.106]. The X3
facility is the largest of the superorbital shock expansion
tubes/tunnels at The University of Queensland [16.107].
The inner diameter of the acceleration tube is 18.3 cm.
The operation of X3 relies on a two-stage free-piston
compression process, to generate a high-temperature
compressed driver gas. Typical test times of the order
of 300 us are achievable at test section flow velocities
of about 8.4km/s. For the smaller X2 facility with an
inner accelerometer tube diameter of 8.5 cm, total spe-
cific enthalpy conditions of 60 MJ/kg (10.3 km/s) using
nitrogen as the test gas are reported. The test time for
this condition is of the order of 50 s [16.108]. The X1
facility has an accelerometer tube diameter of 3.7 cm.
Electron density investigations were performed in an
air test flow at a total specific enthalpy of 110 MJ/kg
(12km/s) with a test time of 20 ps [16.109].

Performance Considerations of Real Shock Expansion
Tubes/Tunnels. Similar to shock tubes, there are a num-
ber of non-ideal processes during operation of the shock
expansion tube that cause the actual operating cycle to
deviate from the ideal. In addition to the phenomenon
related to the opening of the primary diaphragm and the
viscous attenuation of the incident (primary) shock wave
as it progresses down the shock tube, the non-ideal rup-
ture of the secondary diaphragm is an important feature
of shock expansion tube operation.

In the distance—time (x—¢) wave diagram of an
ideal shock expansion tube as shown in Fig. 16.83 it is
assumed that the secondary diaphragm ruptures instan-
taneously on impact by the incident (primary) shock
wave, and that its mass contributes no inertia to the test
gas for subsequent acceleration. However, in practice the
diaphragm rupture requires a finite period of time, re-
sulting in a reduction of the available test time [16.59].
Furthermore, the incident shock wave is reflected off
the diaphragm traveling upstream into the oncoming
test gas. For air as the test gas, the entropy generated
may be sufficient to cause significant oxygen disso-
ciation that can only be eliminated by recombination
in the subsequent unsteady expansion. Investigations of
this issue and additional references can be found, e.g.,
in [16.93,110].

Further, viscous attenuation of the secondary shock
wave and growth of the boundary layer along the accel-
eration tube walls influence the test gas conditions and
test section flow. At total specific enthalpy conditions
on the order of 22 MJ/kg, the level of test flow dissoci-
ation is reduced in shock expansion tubes/tunnels when
compared with reflected shock tunnels. However, for
extremely high total specific enthalpies ranging from ap-
proximately 60—100 MJ/kg, nonequilibrium chemistry
effects during the unsteady expansion have to be consid-
ered for molecular test gases. Using, e.g., air as test gas
at these high total specific enthalpy conditions, results
in a highly dissociated free stream.

16.2.2 Measurement Techniques

Pressure
Surface pressure measurements in short-duration facil-
ities require different approaches than for continuously
running facilities. Because the measurement time is
short, pressure transducers with fast response times have
to be used. Additionally the susceptible area of the
transducer has to be installed close to the surface to
minimize the filling time of the tubing system in front
of the susceptible area. The most commonly used pres-
sure gauges in short-duration hypersonic ground-based
test facilities are based on the piezoelectric and on the
piezoresistive effect. Piezoelectric pressure transducers
are explained in detail in Sect.8.2. The piezoresistive
effect leads to an increase of the resistance of a semi-
conductor when a pressure load is applied. Optical fibre
pressure transducers, which are based on different prin-
ciples including intensity modulation, interferometry,
polarization effects, refractive index changes, reflec-
tometry and fibre Bragg grating are currently under
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Fig.16.84 Schematic of the Kulite piezoresistive pressure transducer

development. A review of micromachined pressure
gauges is given by Eaton and Smith [16.111]. A re-
cent development of an optical pressure gauge based
on a Fabry—Pérot interferometer [16.112] with a nat-
ural frequency above 1 MHz enables data capture over
abandwidth exceeding 100 kHz. This results in response
times that are suitable for short-duration hypersonic
testing.

Miniaturized fast piezoresistive pressure transducers
are manufactured by Kulite. Depending on the pres-
sure range, the Kulite XCEL-100 pressure gauge with
a diameter of 2.4 mm has a natural frequency between
240kHz and 1 MHz and a bandwidth of 20kHz. Fig-
ure 16.84 shows the schematic of a Kulite pressure
transducer. It uses a silicon element for the mechani-
cal diaphragm structure, and the sensing element itself
is an integral part of the silicon element. The piezoresis-
tors are formed within the silicon diaphragm by either
diffusion or implantation of atoms. Two of these resis-
tors are positioned on the silicon diaphragm such that
they experience a compressive strain, and two are po-
sitioned where they experience a tensile strain. They
are connected such, forming a fully active Wheatstone
bridge. These transducers may be manufactured at very
small sizes: diameters of the housing can be in the range
1-2 mm.

To achieve fast response times, it is necessary to po-
sition the susceptible area of the transducer as close as
possible to the model surface. As shown in Fig. 16.85,
small holes are drilled in the model which act as pressure
tappings. The gauge is placed directly behind these tap-
pings. The influence of the pressure tapping shape and
manufacturing quality on the measured signal is dis-
cussed in Sect.4.1. In Fig. 16.85 the schematic of two

different types of pressure gauge installations as used in
short-duration facilities is shown.

The pressure transducers are colored dark brown.
Typical tapping diameters range from 0.5 to 1.5 mm.
The schematic on the left-hand side of Fig. 16.85 shows
an installation suited for tappings perpendicular to the
flow. This installation is not suited for stagnation re-
gions, where the flow may directly stagnate on the
pressure transducer leading to high heat flux on the sus-
ceptible area. A stagnation point installation is shown
on the right-hand side of Fig. 16.85. Here the suscepti-
ble area of the transducer is protected by a stagnation
plate. Examples of pressure measurements using both
configurations are given in Fig. 16.86.

This test has been conducted in a small shock tube.
Two transducers have been installed in the end wall,
where they measure the pressure rise caused by the in-
cident shock wave. The presence of the stagnation plate
extends the rise time for the used tapping diameter and
cavity size by about 0.15 ms.

Flow l Flow

 m— |

Fig.16.85 Installation of pressure transducers into a model
wall (transducers shown in dark brown)
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Surface Heat Flux
In short-duration high-enthalpy, hypersonic ground-
based test facilities the most common way to measure
wall heat flux is by utilizing thin-film gauges or thermo-
couples. Due to the harsh environment in these facilities
with high wall shear stresses during the starting process
of the flow, the most robust and reliable technique to
measure heat flux is the application of surface-mounted
coaxial thermocouples. The principle of operation of
thermocouples is the Peltier—Seebeck or thermoelectric
effect [16.113].

In order to allow a detailed instrumentation of wind
tunnel models, miniaturized thermocouples with diam-
eters as small as 0.4 mm are used. Figure 16.87 shows
a schematic view of a miniaturized coaxial ultrafast
thermocouple manufactured by Medtherm Corpora-
tion [16.114]. Coaxial thermocouples are built with
a core consisting of one conductive material separated
by insulation from the outer ring made of a different
material. Possible material combinations and their offi-
cial Instrument Society of America (ISA) code are given
in Table 16.3 together with their application range. The
electrical connection on the top surface is realized ei-
ther by coating the surface with one of the materials or
simply by sanding of the transducer surface. In either
case the mass of the electrical connection in compari-
son to the mass of the transducer body is small leading
to response times of thermocouples in the order of a few
ps. Additionally, the heat flux into the transducers is
dominated by the thermocouple body and the junction
itself is negligible due to its low mass. The sensitivity
of thermocouples range from 1 WV /K to 70 wV/K. The
thermocouple inherits the advantage that the shape of
the transducer can be adopted to any wall curvature by

)4 (bar) h t 13
4

pressure

—— Sidewall transducer
------ Endwall transducer with stagnation plate

Endwall transducer without stagnation plate

0 0.1 0.2 0.3 0.4 0.5

t 153 5]

Shock |— <— | Shock < | Shock

Fig.16.86 Rise-time investigation for different pressure gauge in-

stallations in shock tube walls

sanding. In case of transducer failure, it can be repaired
in situ by sanding the surface again.

Alternatively to thermocouples, in areas with less-
harsh flow environments, such as wake flows or surfaces
at small angles of attack, thin-film gauges can be used
to measure the temperature history in order to evaluate
the heat flux (see e.g. [16.115, 116]). Thin-film gauges
consist of a nonconductive substrate on which a metallic
film with a typical thickness of less than 1 um is met-

Table16.3 Possible material combinations and application ranges of thermocouples

ISA code Material A (+) Material B (—) Application range
B Platinum 30% rhodium Platinum 6% rhodium 1640K to 1970 K
C 95% W5Re tungsten 5% rhenium W26Re tungsten 26% rhenium 1920K to 2585 K
E Chromel Constantan 365K to 1170K

J Iron Constantan 365K to 1030K

K Chromel Alumel 365K to 1530K

N Nicrosil Nisil 920K to 1530K

R Platinum 13% rhodium Platinum 1140K to 1720K
S Platinum 10% rhodium Platinum 1250K to 1720 K
T Copper Constantan 70K to 620K

Chromel* — 90% nickel, 10% chromium; alumel* — 95% nickel, 2% manganese, 2% aluminium, 1% silicon; constantan — 55%
copper, 45% nickel; nisilt — 95.6% nickel, 4.4% silicon; nicrosil™ — 84.1% nickel, 1.3% silicon, 14.6% chromium

* Trademarks of Hoskins Manufacturing Company
* Trademarks of Harrison Alloys Inc.

0.6
t (ms)
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Fig.16.87a,b MedTherm type E thermocouple: (a) schematic, and (b) photograph

allized. The working principle of these gauges is based
on the dependence of the electrical resistance of the
metallic film on temperature. For the metallic film noble
metals are used because they exhibit the largest sensitiv-
ity. Again, the mass of the susceptible area is very small
compared to the body in which the heat is conducted.
Therefore, similar response times as for thermocouples
are obtained.

As an example (Fig.16.88) a thin-film gauge as
manufactured by the French—-German Research Insti-
tute of Saint Louis (ISL) is shown. The measuring
point is a thin platinum film, which is metallized on
a glass body. The electrical connection to the measure-
ment wires is realized by a silver coating of the upper
and lower third of the glass body. The typical diam-
eter of these gauges is in the order of millimeters. The
temperature sensitivity and signal-to-noise ratio of thin-
film gauges are superior to thermocouples. However,
disadvantages are the missing robustness in harsh flow
environments usually found in short-duration facilities,
the large effort of adapting the susceptible area to curved
surfaces and the missing possibility to repair the gauge
1n situ.

a)

Solder joint
Wires

Platinum coating

Two assumptions are used to evaluate the heat flux
from the measured temperature traces using coaxial ther-
mocouples or thin-film gauges. The first assumption is
that the measurement is dominated by one-dimensional
heat conduction in the sensor body, and the second is that
the gauge itself acts as a semi-infinite body [16.117].
To ensure that the first assumption is valid, only the
transducer face should be exposed to the flow, and the
combination of wind-tunnel model wall material and
transducer material has to be chosen in an appropriate
way. The validity of the semi-infinite body assumption
requires x > +/at [16.118], where x is the length of the
transducer, « the diffusivity and ¢ the time. The diffu-
sivity « is defined as the ratio of the heat conductivity «
and the product of density p and specific heat capacity
¢, o =k /(pc). For thermocouples of ISA code E with
a length of 10 mm the time before the heat reaches the
end of the transducer is approximately 3 s. This period
of time is orders of magnitude higher than the typical
test times in short-duration facilities of a few ms. If the
two assumptions mentioned can be regarded as valid,
the heat conduction problem in the transducer body is
described by the following differential equation:

Fig.16.88a,b ISL thin-film gauge: (a) schematic, and (b) photograph (courtesy ISL)
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Fig.16.89 Heat flux evaluation of a temperature recording in a shock tunnel (brown) compared with the temperature

evolution based on a stepwise heat transfer load (black)

T 19T

a2 w o
Here, T is the temperature minus a suitable reference
temperature, x is the coordinate normal to the wind
tunnel model wall and ¢ the time. With the boundary
conditions that the heat flux into the model wall, gw(x =
0) = —k(dT/0x) and T'(x = oo) = 0, the following equa-
tion can be derived for the evaluation of the heat flux

. pck | T(t) 1 ‘ T(@t)—T(1)
dwin === | =243

Vi T2 o
0
as shown by Schultz and Jones [16.117].
For the evaluation of the wall heat flux by numeri-
cal integration of digitally stored temperature data, this
relationship is replaced by a discretized form such as

pCK " T —T;—

. i— 1=

Gwltn) =2,/ — ; N e ol
proposed by Cook et al. [16.119] or an alternative
scheme described by, e.g., Kendall et al. [16.120].

In Fig. 16.89 an example obtained with the data eval-
uation method of Cook et al. [16.119] is presented. In
the left plot of Fig. 16.89, the temperature development
measured by a type E thermocouple installed in the stag-
nation point of a sphere positioned in a hypersonic flow
with total specific enthalpy of hg = 15MIJ/kg is indi-
cated by the brown line. In the right plot of Fig. 16.89
the resulting heat flux versus time (brown line) is shown.
If the heat flux into the wall is given by an ideal step func-
tion, the exact solution for the temperature rise at x = 0

(16.2)

dr | ,

(16.3)

resulting from (16.2) is

2g t
Tw<x=o,t):%

Using a constant heat flux into the transducer body of
Gw = 10MW/m? as approximation of the measured
heat flux evolution (the black line in the right plot
of Fig.16.89), the parabolic temperature history pro-

. (16.4)
pck

a) b) 7 - T(1=0) (K)
gw = 10MW/m? 350 A
Model wall material B
300 Steel T
------ Aluminum JPttde
250 ~ === Carbon fiber //’
200 o -
150 s
A 4
100 I/
/7
’
500,/
e T AR Sy
[P e
=
Coaxial 0 1 > 5 o
thermocouple o

Model wall

B [ ]
280 300 320 340 380 500 700 1000 1400 (K)

Fig.16.90a,b Unsteady finite-element analysis of the heat conduc-
tion process in a type E thermocouple and the adjacent model wall for
a wall heat flux of 10 MW /m?; axisymmetric temperature distribu-
tion at # = 4 ms for a carbon-fibre model wall (a) and time evolution
of the temperature at the interface (A) between the thermocouple
and the model wall for different wall materials (b)
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Fig.16.91 Difference of radial computed temperature distribution at the model wall and thermocouple surface obtained
for different thermocouple/wall material combinations compared to the combination chromel/chromel for which no
temperature difference between the thermocouple and wall exists

file shown as black line in the left plot of Fig. 16.89 is
obtained.

To ensure that the measurement is not affected by
conduction in the wall tangential direction, the thermo-
couple type should be chosen in such a way that the
material properties of the model wall match those of
the thermocouple at the measurement position. The in-
fluence of different thermocouple/model wall material
combinations on the measured temperature distribution
is shown in Fig. 16.90 and Fig. 16.91. These results were
obtained by numerical investigation of the unsteady
heat conduction process in a type E thermocouple with
1.5mm diameter and a length of 15 mm, installed in
model walls of different materials, using Ansys (CAD-
FEM GmbH). The thermocouple is modeled as a solid
cylinder consisting of chromel. At the top surface a con-
stant heat flux of gy = 10MW/m? is applied. The
temperature evolution at the contact point between the
thermocouple and the model wall is given in Fig. 16.90b
for three different model wall materials. Depending
on the material, large differences of the temperature
evolution are obtained.

The difference of the radial temperature distri-
bution at the model wall and thermocouple surface
obtained for the thermocouple/wall material combina-
tion chromel/chromel, i.e. a combination for which no
temperature difference between the thermocouple and
the model wall exists, and the material combinations
chromel/steel, chromel/aluminium and chromel/carbon
fibre are plotted in Fig.16.91. On the left-hand side
of Fig.16.91, a zoom of the core region of the ther-

mocouple is shown. The right-hand side of Fig. 16.91
shows the distribution up to a radius of 1 mm. In
case of a coated thermocouple with dimensions as
shown in Fig.16.87, the temperature measurement
takes place at y =0-0.0625 mm, the location of the
chromel/constantan junction. For a thermocouple which
is adapted to a three-dimensional surface or repaired
in situ by sanding, the chromel/constantan junction
is not precisely defined and the complete thermocou-
ple surface may act as the measurement location. As
can be seen from Fig.16.91, depending on the ther-
mocouple/wall material combination the assumption of
one-dimensional heat conduction can be violated.
From (16.3) it becomes evident that the error in the
estimation of the heat flux is directly proportional to
the error of the value of ,/ock. To determine this value
accurately two procedures may be applied. The con-
tact procedure is used for thermocouples and thin-film
gauges and is based on the fact that under the assump-
tion of one dimensional heat conduction, the contact
temperature of two media is only dependent on their
temperature before contact and on the thermal prop-
erties (,/pck) of both media. Knowing the thermal
properties of one media allows to determine the gauge
properties. A possible set up is a mechanically driven
device that generates an instantaneous contact between
the gauge and a liquid surface. Such a method is dis-
cussed in [16.121]. The electric discharge calibration
can only be applied for thin-film gauges. It utilizes the
effect that with an electric discharge, the thin film itself
can be heated with a known and constant heat flux. Fol-
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lowing (16.4), the measurement of the temperature of
the thin-film gauge results in the determination of pck.
This procedure is described in e.g. [16.122].

Forces and Moments

The ability to perform integrated force and moment
measurements in ground-based testing facilities is an im-
portant part of the design and development of hypersonic
vehicles. For a force balance to operate in short-duration
ground-based test facilities with test times of order ms
or less, it would become necessary for the balance
to have an extremely short response time. However,
given the short test times and the response times of
force measurement techniques for conventional wind
tunnels, e.g. [16.123], static equilibrium between the
model and support structure is rarely established, i. e., it
may only be obtained using unrealistically small models.
Therefore, it becomes necessary to use specialized meas-
urement methods that account for the dynamic response
of the system. The basic force measurement techniques
that have been applied in short-duration flows are out-
lined in the subsequent paragraphs. An overview of these
techniques is given in [16.124].

Free-Flight Force Measurement Techniques. By using
a free-flying (or a very weakly constrained) model, it is
possible to directly measure the motion of a model in
a wind tunnel. This can be achieved by measuring model
accelerations (e.g. [16.125, 126]) or by visualization
techniques to record the time history of model displace-
ments (e.g. [16.127]). From these measurements, the
applied forces and moments can be recovered.

The experiments performed by Naumann et al.
[16.125] involved a model instrumented with accelerom-
eters that was released by a fast-opening chuck just
before the test flow arrives. The model used was 140 mm
in length, and small quartz accelerometers with built-in
amplifiers from PCB (model 309A) were used. Motion
during the first few ms was small. Therefore, thin wires
from the accelerometers were required such that the mo-
tion of the model was not disturbed. This technique
overcomes the assumptions regarding balance stiffness,
as there are no connections between the model and the
support structure. By using an inertial matrix of the
model and the measured accelerations, the applied forces
can be determined via Newton’s law (e.g. [16.128]). It is
necessary to have the model equipped with six or more
accelerometers to realize a six-component force balance
and the inertial matrix must be determined in each in-
dividual case. The advantage of this technique is that it
is relatively simple, avoiding expensive devices such as

telemetry and complicated isolating supports. Further,
once the inertial matrix is known, the data evaluation
procedure is straightforward.

Other investigations by Kussoy and Horstmann
[16.127] relied on recording photographically the tra-
jectory of a free flying model. Since the model’s
displacement of its center of mass was much larger
than any displacement due to model flexibility, reason-
able results were obtained. Bernstein and Scott [16.129]
attempted to account for model flexibility in free fly-
ing models. This was necessary as the facility used
had a shorter test time, resulting in smaller displace-
ments and therefore model flexibility was an issue.
Laser interferometry was used for the detection of small
displacements. The model was 120 mm long and the re-
sulting displacement data was fitted to parabolic curves.
Hence, it was assumed that the model had constant ac-
celeration and thus failed to overcome the underlying
problem of model flexibility.

The next two methods to measure forces and mo-
ments which will be discussed, the strain gauge force
balance and the stress wave force balance, are based on
utilizing a model/support structure assembly.

The basic features of the response of a structure as
function of time after a load has been applied can be
discussed by looking at a simple one degree of freedom
system. If damping is neglected, such a system of mass
M on a spring of stiffness k obeys the equation of motion

Mii+ku = F(t),

where u is the displacement, ii the acceleration (second
time derivative of the displacement), and F(¢) the load-
ing. Assuming a sudden application of a constant load
Fo, the solution to the equation of motion is

Fo
u= 7[1 —cos (wt)],

with w = /k/M and the fundamental natural frequency
f = w/(2m). These relations show, that the natural fre-
quency of the system can be increased by increasing the
stiffness and reducing the mass.

Strain Gauge Force Balances. Strain gauge force bal-
ances are used in short-duration test facilities for
measurements of forces and moments. In combination
with a model of sufficiently high stiffness and low mo-
ments of inertia, natural frequencies of approximately
1 kHz can be achieved. Although acceleration compen-
sation can be used to account for support flexibility, it
generally remains an issue. Thus, in order to avoid flex-
ible models, they are generally small, un-instrumented
and lightweight.
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Jessen and Gronig [16.130] designed a six-
component strain gauge force balance for use in the
RWTH Aachen University Shock Tunnel in Germany.
This facility has a test time of 2—6ms. The design
resulted in a compromise between high stiffness and
sufficient strain sensitivity (i. e., models of high stiffness
and low moments of inertia were utilized). The balance
was designed to work without acceleration compensa-
tion. Because the balance is part of the sting it is virtually
independent of the model and may be calibrated stati-
cally with a high accuracy. However, strong coupling
between the six force components was seen, resulting
in extensive calibration being required to obtain accu-
rate results. Since interference between components is
significant, a third-order description of the system was
used to calibrate the force balance. The relation between
the signal and load is given by

6

Si = Roi +Zaiij

j=1

6 6 6
DY bipZiZi+ Y CiZ,
=1

j=1k=j
i=1,273,....6,

where S; is the signal of the strain gauge bridge for com-
ponent i, Ry; is the signal of bridge i without load, Z ; the
total load acting on component j, a;; the calibration fac-
tors for linear terms, b;j. the calibration factors for square
terms, and c;; the calibration factors for cubic terms.

This balance was also investigated further by Stork-
mannetal. [16.131]. The balance outputs were improved
with compensation of low frequency oscillations but
no attempt was made to account for model flexibil-
ity. Compensation was performed using two methods
— sting-based acceleration compensation, which com-
pensated only for frequencies less than the first resonant
frequency of the system, and model-based compensation
in which six accelerometers were used to measure the
acceleration of the model. Experiments were conducted
on three different models — a conical model, a model of
the Apollo command module and a model of the ellip-
tical aerodynamic configuration (ELAC) I (a delta wing
configuration). Good results were obtained with the con-
ical and Apollo models as they were sufficiently stiff,
however, the ELAC I model was quite flexible. Con-
sequently the balance outputs for this model contained
large oscillations.

As discussed in Sect. 16.2.3, a similar type of strain
gauge force balance with acceleration compensation was
used in the HIEST shock tunnel of JAXA, Japan by Itoh

et al. [16.132] for the investigation of the aerothermody-
namic characteristics of the H-II Orbiting Plane (HOPE)
space vehicle.

Stress Wave Force Measurement Technique. The stress
wave force balance relies on the ability to measure the
dynamic response of the model and supporting structure,
and consequently any effects such as model flexibility
and mass distribution are accounted for (e.g. [16.124]).
Instead of using a static calibration as done for the strain
gauge force balances, stress wave force balances require
a dynamic calibration of the complete model, balance,
and support structure assembly.

Upon flow arrival, stress waves propagate through
the model at the speed of sound of the material and sub-
sequently enter a stress bar that is instrumented with
a strain gauge to record the time history of strain. If the
system is linear, the resulting strain signal y() can be re-
lated to the applied aerodynamic load u() via an impulse
response function g(¢) as described by the convolution
integral,

t

)= / git—Du(r)dr .
0

The aerodynamic force in an experiment can be deter-
mined by the deconvolution of the strain signal with
the impulse response function. The impulse response
function is determined either through experimental cal-
ibration or through finite element analysis. However, in
order to reduce errors due to modeling approximations it
is usually preferable to determine the impulse response
function experimentally.

It has been found that deconvolution is best per-
formed in the time domain using the algorithm of Prost
and Goutte [16.133]. Additionally, beginning the de-
convolution technique using the time history of Pitot
pressure scaled in magnitude to the expected force com-
ponent level improves the accuracy and stability of the
process [16.134].

Sanderson and Simmons [16.135] first demonstrated
the technique by measuring the drag force on a 15°
conical model, 200 mm in length in a reflected shock
tunnel. The model was made from aluminum and at-
tached to a 2 m-long hollow brass bar. This stress bar
or sting, was instrumented with strain gauges to record
the axial strain time history. The test time was approxi-
mately 1 ms and the aerodynamic load was subsequently
found through a numerical deconvolution process. The
measured drag was found to be in good agreement with
theoretical calculations.
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Fig.16.92 Schematic of scramjet model and external stress wave force balance in the test section of the T4 shock tunnel

(after Robinson et al. [16.136])

The technique was then extended to measure mul-
tiple components of force by Mee et al. [16.134]. This
was done on a 15° cone with an internal balance ar-
rangement. The lift, drag, and pitching moments were
measured by short, stiff stress bars instrumented with
strain gauges. The technique has subsequently been ap-
plied to a wide variety of models, including models
with simultaneous measurements of pressure and heat
flux. The major disadvantage with this technique is that
aerodynamic shielding and vibration isolation of the sup-
port structure is required to separate the stress waves
generated in the model from that of the test section envi-
ronment. Calibration of the model is usually performed
using an instrumented impact hammer or via a cut-
weight technique. In order to maximize the performance
of stress wave force balances, an individual design for
each configuration to be tested is recommended.

Stress wave force balances have been developed
with external as well as internal stress bar arrange-
ments. A three-component stress wave force balance
used by Robinson et al. [16.136] to measure the thrust,
lift, and pitching moment of a supersonic combus-
tion ramjet (scramjet) model in the T4 shock tunnel
of The University of Queensland, Australia is shown
in Fig. 16.92. Four stress bars are located above the
model. They connect the scramjet model to a base plate.
The bars are instrumented to measure axial strain using
piezo-resistive strain gauges. The heavy base plate is
suspended from the test section by light support springs
to provide vibration isolation of the balance from the

test section when the tunnel is operated. An aerody-
namic shield, shown in the upper section of Fig. 16.92,
isolates the elements of the force balance from aerody-
namic forces so that only forces on the scramjet model
are detected.

The internal three-component force balance applied
by Robinson and Hannemann [16.137] in the High
Enthalpy Shock Tunnel Goéttingen (HEG) is shown in
Fig. 16.93. Four short, stiff stress bars are mounted on
a sting and each bar is instrumented with semiconductor
strain gauges to measure the time history of strain.

Internal force balance

Cone model

Stress bars Sting

Fig.16.93 Finite-element discretization of the internal
stress wave force balance — cone model set up used in
the HEG shock tunnel
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skin friction gauge design (after Novean

In summary, force measurements in test times of
the order of ms in duration are a challenging and dif-
ficult area. Of the methods outlined, each has its own
advantages and disadvantages, and the selection of the
technique to use is somewhat dependent on the test time
capability of the facility, the model to be tested, and
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Fig.16.95a,b UQ skin friction gauge design: (a) principle of oper-
ation; (b) design layout (after Goyne et al. [16.139])

the aims of the test campaign. For a very stiff or very
large model for which the application of the strain gauge
or stress wave technique is not feasible, the free-flight
measurement technique is preferable.

A highnatural frequency is particularly important for
strain gauge force balances because a static calibration
is performed for this type of balance, and a model with
high natural frequency allows that within the available
test time the mean values of the measured forces and
moments approach the static value as close as possible.
To obtain mean level information, approximately five
cycles of the lowest natural frequency are required.

If the goal of a test campaign is to use many dif-
ferent models with slight geometry changes and for
cost-efficiency reasons the models are manufactured
from plastic, which is lightweight, then a strain gauge
force balance with acceleration compensation might be
chosen. In facilities with test times of 1 ms and below,
and if, for example, a heavy model is required with si-
multaneous pressure and heat flux measurements, then
a stress wave force balance may be most suitable.

Skin Friction
Indirect measurement of skin friction or the use of the
Reynolds analogy have several disadvantages, including
lack of direction sensitivity, a dependency on assump-
tions regarding the nature of the flow field, and lower
precision with respect to direct measurements. Due to
the importance of accurate skin friction measurement for
supersonic flows and the prevalence of short-duration
facilities for supersonic testing, skin friction gauges
with high-frequency response have been developed. An
overview of the application of skin friction gauges in
short-duration facilities is given, e.g., in [16.140]. Typ-
ically, the gauge is mounted with the sensing face flush
with the instrumented body’s surface such that the skin
friction force acts on this sensing face. A piezoelectric
skin friction gauge was used in the shock tunnels of
the Cornell Aeronautical Laboratory (now Calspan) by
Holden [16.141]. The gauge consisted of two piezoce-
ramic beams in bending mode supporting a measurement
diaphragm flush with the model surface. The natural fre-
quency of the gauge was approximately 5 kHz [16.140].

In the case of the miniature cantilever gauge design
of the Virginia Polytechnic Institute (VPI) [16.138], the
sensor face lies at the end of a cantilever beam, which is
instrumented at the base with two strain gauges mounted
at 180° to one another. A schematic of the VPI gauge is
shown in Fig. 16.94. The wall shear force from the pass-
ing flow minutely deflects the sensor head leading to
a change in the resistances of the semiconductor strain
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gauges, which are incorporated in a Wheatstone bridge
configuration. The cavity between the sensing element
and the housing is filled with either a silicon oil or a sil-
icon rubber compound. The rubber-filled variant was
designed to reduce maintenance, although it leads to in-
creased manufacturing and modeling complexity. These
gauges had a natural frequency of 20kHz and the un-
certainty in skin friction measurement was estimated at
10% for the complex supersonic flows considered.

The piezoceramic skin friction gauge design devel-
oped at The University of Queensland (UQ), Australia
is shown in Fig. 16.95 [16.139]. In this case, the sens-
ing face is a floating element that is directly attached
to a piezoceramic ring. The polarization direction of
the piezoceramic is mounted parallel to the skin friction
force direction. Acceleration compensation is achieved
through an acceleration compensating element that is
mounted inside the gauge. The element and associ-
ated piezoceramic for both the floating element and
the acceleration compensating element are of the same
dimensions and mounted similarly. The gauge is cali-
brated for transient shear and acceleration in separate
bench tests and pressure calibration is achieved dur-
ing experiments using adjacent pressure transducers.
The UQ gauges had a lowest natural frequency of ap-
proximately 40 kHz and the uncertainty in skin friction
measurement was estimated at £47%, +16%, and +7%
for laminar, transitional and turbulent boundary layers,
respectively [16.142].

Optical Techniques
General Application of Optical Techniques. As in
conventional ground-based facilities, in hypersonic
short-duration test facilities optical techniques can pro-
vide a large range of data with the advantage of being
able to obtain information without physically disturbing
the flow. Without going into a detailed description, an
overview of the major optical measurement techniques
used in impulse facilities are summarized in this section
(see also Chap. 20).

Laser-induced fluorescence (LIF) was applied to
measure temperatures in the free stream of a high-
enthalpy shock tunnel [16.143, 144].

Planar laser-induced fluorescence (PLIF) is a fre-
quently used optical imaging method in short-duration
ground-based facilities. A laser is tuned to a certain
frequency such that it excites a chosen energy level
in a probed molecule in the test flow. The tuned laser
light is formed into a sheet and passed through the
flow. An image of the fluorescence can be recorded
which is directly related to the concentration of the

probed molecule within the laser sheet. Commonly
probed molecules in hypersonic flows include nitric
oxide (NO), which is often naturally occurring in
shock tunnels, and hydroxide (OH), which is present
in oxygen-hydrogen combustion flows. This method
can also be extended to measure temperature and ve-
locity in hypersonic flows. The measurement of species
concentrations, vibrational temperatures, and velocities
has been performed in short-duration test facilities by,
e.g., Wollenhaupt [16.145], O’Byrne et al. [16.146],
Palma et al. [16.147], Ben-Yakar et al. [16.148], and
Kovachevich et al. [16.149].

Tunable diode laser absorption (TDLAS) is used to
measure translational/rotational temperatures, gas ve-
locities, and concentrations of various molecules and
atoms (e.g. [16.150-154]).

The application of temperature and pressure-
sensitive paint in hypersonic short-duration test facilities
is still under development. A discussion of the appli-
cation of these techniques is given by Nakakita and
Asai [16.155], and Ohmi et al. [16.156].

A method to obtain planar velocity visualization,
called Doppler picture velocimetry (DPV), has been de-
veloped and used for short-duration measurements at
the French—-German Research Institute of Saint Louis
(ISL) [16.157]. A specially designed Michelson inter-
ferometer transforms the Doppler shift of the scattered
light of the flow particles into a shift in light intensity
which is subsequently converted into a flow velocity.

The coherent anti-Stokes Raman spectroscopy
(CARS) uses two pulsed laser beams with known pulse
and Stokes frequencies. These beams are focused to
a point generating an output with an anti-Stokes fre-
quency. The analysis of this output allows information
such as temperature and relative species densities to be
obtained. This point measurement method has been ap-
plied in short-duration test facilities by, e.g., O’Byrne
et al. [16.158], and Danehy et al. [16.159].

Flow tagging is a non-intrusive laser-based method
for direct velocity measurements. The method is based
upon laser-enhanced ionization velocimetry in which
a tagged region is created by two-step excitation
of sodium and subsequent collisional ionization. The
achieved depletion of neutral atoms is then interrogated
by planar laser-induced fluorescence, providing a meas-
urement of the velocity. Velocities in the range of 9 km/s
have been measured [16.160].

Electron-beam fluorescence is based on the fact
that the inelastic collisions between electrons and gas
molecules produce a radiative emission that is char-
acteristic for the gas state properties. By creating
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ahigh-energy electron beam and passing it through a gas,
the emission can be initiated and analyzed. While the in-
tensity of this emission is related to the number density
and to features of the electron beam, the spectral char-
acteristics are related to the composition, density and
temperature of the gas. General introductions into the
technique are given by, e.g., Muntz [16.161], and Biite-
fisch and Vennemann [16.162]. Applications in shock
tunnel environment are reported by Shelton and Cas-
sady [16.163], and Muntz et al. [16.164].

Phase-Step Holographic Interferometry. Interferome-
try may be used as a technique to measure the variation of
the refractive index of a gaseous flow in the test section of
a short-duration facility. This information can be used
to evaluate the density distribution of the investigated
flow field. Holographic interferometry does not require
special machining or manufacturing of test section win-
dows, mirrors or lenses with high precision, because any
imperfections in these components are automatically
balanced out by the holographic two step procedure.
Therefore, related to the application in short-duration
ground-based test facilities, this technique has replaced
the classical and labor-intensive Mach—Zehnder inter-
ferometry.

Determination of the Refractive Index by Interfer-
ence Phenomena. The absolute speed cq at which light
travels in absolute vacuum is constant. In any kind of
gaseous media the speed of light ¢ will be lower. The
ratio of the two speeds defines the refractive index

Ci
n(p)=;°=1+1<kp.

The Gladstone—Dale relation describes that in a gaseous
media consisting of one species the refractive index de-
pends on the density p and the Gladstone—Dale constant
K* [16.165]. K* is weakly dependent on the wave-
length and is specific for each gas. For gas mixtures
the refractive index is given by a linearly composed
Gladstone—Dale constant

S
n(p)=1+py K&,

i=l1

where K l)‘ are the Gladstone—Dale coefficients for the in-
dividual gas species, &; are the species mass fractions, S
is the number of species, and A is the wavelength of the
laser light used. The definition of a linearly composed
Gladstone—Dale constant applies to general gas mix-
tures including chemically reacting, excited and ionized
species.

L
Beam- .
splitter ny Mirror
n
Mirror N\t Beam-
splitter
P

Fig.16.96 Schematic of interference experiment

The basic principle of interferometry is shown in
Fig. 16.96. Tworays of coherent light interfere in point P.
Each ray passes through zones with different refractive
index, which leads to a time shift At due to the different
speeds of light in the two zones:

L L L
At=———=—(mny—ny).
¢ o

With the time shift the difference in the optical path
length evaluates to

Al =coAt = L(np —ny).

If the difference in the optical path length equals the
wavelength, then the phase shift between both rays
equals 27r. Therefore, it follows that:

Al ¢ L( ) K*L( )

—=—=—(m—n))=——(pE2—p1).

T oy T g P2
As will be derived later, the intensity, which is measured
at the point P, is dependent on the phase shift between
the two rays:

I xcos¢.

In summary it is clear that the measurement of the in-
tensity or phase shift ¢ at point P is connected directly
to the density difference in the two regions.

Using a Mach—Zehnder interferometer, which is
shown schematically in Fig. 16.97a, the density in the
test section can be evaluated if the density distribution
is known at a reference point.

The schematic emphasizes that any imperfection that
influences the beams, disturbs the interference in the
measurement plane F. To avoid this, the measurement
can be performed in two steps (Fig. 16.97b,c). In the first
step, the light beam (grey) passing through the evacu-
ated test section is recorded and the subsequently light
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Fig.16.97a—c Principle of Mach-Zehnder (a) and holographic interferometry (b,c)

beam (brown) passing through the test section with the
flow is recorded in the second step. Both beams are then
reconstructed starting from the recording planes A and B
are brought to interference in the measurement plane F.
Any imperfection within the optical set up is present in
both beams, because they pass through the same optical
components. As will be shown later, these imperfections
cancel out.

To store and reconstruct both beams, a holographic
storage technique has to be used. Therefore, this
two-step measurement technique is called holographic
interferometry.

Holographic Recording. Photoactive media is sensitive
to the amount of light energy it receives during the expo-
sure time. An electromagnetic wave such as light can be
described by specifying the temporal and spatial depen-
dence of its electric intensity vector E. A more complete
description requires specification of the magnetic inten-
sity H, the electric displacement D, and the magnetic
induction B. The present consideration is restricted to E
because photoactive media respond primarily to the elec-
tric field. Let Eo(x, y, t) be the electrical field strength
of an object light wave

Eo(x, y, 1) = Ao(x, y)eiWO(X,y)-‘rwt] i

with amplitude Ao, phase ¢o, and circular frequency w
within an area F'(x, y) at the time ¢ on the photoactive
medium. Then the energy density is

EoEy —_ Ay, )

Whphot = ~Z B AL

where g is the exposure time, and Z is the character-
istic impedance of the volume in which the light wave

propagates. E§(x, y, t) is the complex conjugate value of
Eo(x, y, t). The energy density in this equation no longer
contains any information about the phase distribution
@o(x, y) of the object wave.

If an interference of the object wave Eo(x, y, ) with
a coherent background in the form of a second light
wave,

ER(x, y, 1) = AR(x, y)ell#R®)+er]

with the same wavelength is generated (Fig. 16.98a), the
energy in any point of the photoactive medium is given
by

B * *
Wholo = E(EO + ER)(EO + ER)
B2 2
= E[AO + AR +2A0AR cos (9o — ¢r)] .

Using this holographic recording technique, it is possi-
ble to store the phase-shift between the object and the
reference wave. Depending on the phase-shift ¢o — ¢r,
a distribution of high and low energy density on the area
F (photoactive material) is obtained, leading to a strong

a) b)
Reference Reconstruction +l
wave wave b
Object -1
wave
Virtual
image
-1
- Real
Hologram Hologram +1 image

Fig.16.98a,b Holographic recording (a) and holographic recon-

struction (b) for a point light source
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Mirror

or weak exposure of the photoactive material. The result-
ing recorded interference pattern is called a hologram.

Holographic Reconstruction. The recorded object wave
can be reconstructed by illuminating the developed holo-
gram with a reconstruction wave

Erc(x, y, 1) = Agrc(x, y)ellvrentorl

as shown in Fig. 16.98b.

The reconstruction wave is identical to the reference
wave. During the passage of the reconstruction wave
through the holographic plate, it is damped depending
on the exposure of the holographic plate. Behind the
holographic plate a wave is formed that is an identi-
cal copy of the original object wave with respect to the
distribution of amplitude and phase. The following en-
ergy distribution is formed behind the hologram (the
exposure time and impedance are neglected)

ERc Wholo ~ Arc e/ R TD (A2 4- A2)
+AoArAgce! 0
+ AgARARC ei(2(pR —yotol)

The result is a system of three waves. The first term
is the reconstruction wave with a modification in the
amplitude. The second term is the reconstructed object
wave, and the third wave also contains information on
the object wave. Discussing the function of the hologram
in terms of a diffraction grating, the three waves are
identical with the zeroth and first diffraction order of
the reconstruction wave. The unchanged reconstruction
wave is of zeroth diffraction order. The reconstructed

Rotating mirror Mirror 1: pre run

Mirror 2: during run

Object beam
Holographic Reference beam ——

Mirror 2 plate

Test

section .
Mirror

_—

Object beam

(/

Window Mirror

Mirror

n n| Nd:YAG Laser
N 532nm
Beam splitter

Reference beam

Fig.16.99 Schematic set up of the HEG holographic interferometry

system

object wave (direct wave) is of the order +1, while the
third wave (conjugate wave) is of the order —1.

Application of Holographic Interferometry. An exam-
ple of the set up of a holographic interferometer, as used
at the High Enthalpy Shock Tunnel Géttingen (HEG)
of the German Aerospace Center (DLR), is discussed
here. In Fig. 16.99, a schematic of this set up is shown.
The grey line shows the light path of the reference beam
and the brown line shows the light path of the object
beam. The object beam passes through the test section
and is brought to interference with the reference beam
on the holographic plate; here the interference pattern
is recorded as discussed in the previous sections. To
achieve interference between the object and the refer-
ence beams, a light source with sufficient coherence
length is needed. In this set up, a seeded Nd: YAG laser
from Innolas (model Spitlight 300), emitting light at
532nm is used. It has a coherence length larger than
1 m. The optical path length of one of the beams is about
15 m. The alignment of the optical path length difference
between the two beams in the range of this coherence
length allows to set up a functioning optical system.

As discussed above, the first exposure of the holo-
graphic plate with one reference beam is done prior to
the run in the HEG and a second exposure with the other
reference beam is done during the test time. After the
chemical treatment of the holographic plate, two recon-
struction waves are created in a separate reconstruction
unit. The reference waves used in the reconstruction unit
are identical to the reference waves used for both expo-
sures. Each of the reconstruction wave forms a system
of waves as shown in the previous section. Both re-
constructed object waves (described by second term in
previous equation) are aligned in such a way that they
interfere on a charge-coupled device (CCD) camera be-
hind the holographic plate. Let R{(x, y) and R2(x, y) be
the reconstructed object waves:

Ri(x, y) = Ao1 Ag Awy e @010
Ry(x, y) = Aop Arp Awa €902 70D

Then the resulting energy distribution of the interference
pattern on the CCD camera is:

Wi
=(R1+R)(R] +R})
= (Ao1AR1 Arc1)? + (Ao AR ARc2)?
+2A01AR1 ARC1 A02AR2ARC2 €08 (901 — ¢02) -

It is obvious from the last term that the camera sees the
phase distribution of the light during the experiment po2
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relative to the phase distribution of the original object
wave @0 before the experiment in the form of an inten-
sity distribution. This intensity /(x, y) on each pixel of
the CCD camera is defined by

I(x, y) = Io{1 +m(x, y) cos [p(x, )]} ,

where m is a contrast function and /j is the background
intensity. These terms contain all the amplitude modu-
lations within the interference pattern. ¢(x, y) = (¢o1 —
©02) is the phase-shift distribution. For the evaluation of
the fringe distribution, the phase-shift technique is used.
Here the optical path of one of the reconstruction waves
is lengthened or shortened by a piezoelectric mirror, thus
adding up a known phase shift with respect to the recon-
struction wave. Three individual phase distributions are
generated:

I1(x, y) = Io{1 +m(x, y) cos [¢(x, y) + O1]},
L(x, y) = Io{1 +m(x, y)cos [¢(x, y) + O]},
I3(x, y) = Io{1 +m(x, y) cos [¢(x, y) + O3]} .

This system of equations defined ¢(x, y). The back-
ground intensity and the contrast function can be deter-
mined and thus eliminated from the interference pattern.

As already shown, the phase shift ¢(x, y) is coupled
to the density difference Ap by

B(x, y)
2

N
_ / (M > Kl y, z>) dz,

i=1

where K l’\ are the Gladstone—Dale coefficients of the gas
species, &; are the species mass fractions, S is the num-
ber of species, and A is the wavelength of the laser light.
The two-dimensional projection of ¢(x, y) contains line
of sight integrated information of the three dimensional
flow field. The density difference distribution may be re-
constructed from the measurements only if the measured
flow field is two dimensional or axisymmetric. In the
case of a general three-dimensional flow field, the meas-
urement of the two-dimensional phase shift distribution
may be compared to computed line-of-sight integrated
phase-shifts, resulting from three-dimensional CFD.

Holographic Interferometry Using Two Wavelengths.
When a gas is heated to a sufficiently high temperature,
some electrons are excited to the point where they sepa-
rate from the nucleus and create a plasma. The refractive
index of the plasma is the sum of the refractive indices
of the atoms, ions, and electrons weighted by their num-
ber densities. The refractive index of the heavy particles

is described by the Gladstone—Dale relation and it is of
similar order of magnitude for the different species of
a gas. The refractive index of electrons is given by

Nee2x2
Ne = — .
¢ 2mec?

Here N is the number density, 7. the refractive index, e
the charge, and m the mass of the electron. Evaluation
of the constants leads to

ne=+/(1—8.92x10"10)2N,).

With /1 —x~1—(1/2)x for x < 1, the equation above
can be approximated by

ne—1= —4.46x107"°2%N, .

It is important to note that the refractive index of
electrons is strongly dependent on . Further, the contri-
bution of electrons to the refractive index of a considered
gas is an order of magnitude higher than the contribu-
tions of atomic and molecular species, and is of opposite
sign. The electrons therefore dominate the refractive in-
dex of moderately and highly ionized plasmas. Because
of this strong dispersion, a measurement of the refrac-
tive index of the electrons at two different wavelengths
at the same time allows to determine the electron density
directly from

n(A1) —n(d2) = ne(ry) —ne(rz)
= —4.46x107'°3 —22)Ne .

Reviews of the initial efforts using this technique
are reported by Zaidel’ et al. [16.166], and Jahoda
et al. [16.167]. Application of two-wavelength holo-
graphic interferometry in a flow created by a superorbital
shock expansion tube has been performed by Mclntyre
et al. [16.109].

High-Speed Flow Visualization. The principal of flow
visualization methods may be subdivided into methods
that observe changes in the refractive index, methods
that observe particles or tracing elements which have
been added to the flow, and methods that introduce en-
ergy into the flow converting selected portions of the
flow into luminous or visible areas. Most of the high-
speed flow visualization (HSFV) systems rely on the first
method and are based on the shadowgraph and Schlieren
technique, for which the fundamentals are given, e.g., by
Schardin [16.168], and Merzkirch [16.165]. A compre-
hensive review of shadowgraph or Schlieren techniques
is given by Settles [16.169]. Further details may also
be found in Chapts. 6,11. A comprehensive review

1109

9T |J) Med



mo

9T |) Med

Part C

Specific Experimental Environments and Techniques

Focus plane

>

Sequential fired Field lens

spark gaps

Focusing Film
lenses

Fig.16.100 Schematic of the Cranz—Schardin camera prin-
ciple

about the current state of high-speed photography and
photonics is given by Ray [16.170].

Light Sources. To visualize intermittent flow phenom-
ena, it is important to use adequate light sources. If the
required exposure times can be achieved by the use of
either mechanical shutters for film cameras or by con-
trolling the exposure time of the light-sensitive element
in digital cameras itself, continuous light sources may
be used.

Continuous light sources that may be used are
tungsten—halogen lamps, compact arc lamps, xenon flash
tubes and light-emitting diodes (LEDs). Details and
more information about continuous light sources are
given by Ray [16.170], and Settles [16.169].

The oldest intermittent light sources are spark gaps,
which have already been used by Toepler [16.171] and
Mach and Salcher [16.172]. In these early days of flow
visualization, flash light durations from 0.1—1 ps were
achieved. Modern Nanolite spark flash lamps, which are
based on the design by Fischer [16.173], achieve flash
durations of 5 ns with 20 kHz repetition rates [16.174].
Lasers and laser diodes offer pulse duration times in the

Drum

Connecting
to motor

Relay lenses

Fig.16.101 Schematic of a rotating-drum camera

ns range with high repetition rates up to 250kHz and
usually an order of magnitude higher energy than spark
gaps. Semiconductor light sources such as LEDs can be
pulsed in the sub-ps range.

The choice of the light source depends strongly on
the application. Lasers and laser diodes offer high ener-
gies. However, optical artefacts are introduced, due to the
monochromatic and coherent nature of their light. The
laser illumination exhibits a binary Schlieren cut-off,
and fringes appear due to diffraction which dimin-
ish the optical quality of the pictures. Generally, the
use of coherent light sources transforms the classical
Schlieren set up into a Schlieren interferometer. Broad-
band or incoherent white-light sources provide better
Schlieren and shadowgraph images, but may not be
used in certain applications. Especially in hyperveloc-
ity flow environments incorporating large energies, the
resulting high level of self-illumination (usually broad-
band) overlays the recorded flow pictures. Therefore,
using a narrow-band light source like a laser in combi-
nation with a filtering system may be the only solution
to achieve satisfactory flow visualization.

High-Speed Cameras. To record the light represent-
ing the flow picture, numerous systems and techniques
using photographic film or modern electronic cameras
have been used and the development especially in the
electronic domain is a quickly developing process. Dig-
ital cameras are based on either charge-coupled devices
(CCDs) or recently on the complementary metal ox-
ide semiconductor (CMOS) technology. A review of
analogue and digital camera systems is given, e.g., by
Holzfuss [16.175].

The main question is to achieve sufficiently short ex-
posure times. This can be achieved by either using an
adequate intermittent light source with sufficient energy
or by using a continuous light source that is interrupted
by either a shutter in the optical path, or by the cam-
era system itself. Modern cameras allow short exposure
times using electronic shutters.

One of the key developments for high-speed photog-
raphy was the Cranz—Schardin camera. In Fig. 16.100,
a schematic of the principle is shown. The framing rate
is controlled by electronically firing the spark gaps one
after another. The optical set up allows to record the in-
dividual frames at different locations on the film and no
moving parts are required.

Other camera types used for high-speed flow vi-
sualization are the rotating drum (Fig.16.101) and
rotating-mirror/prism (Fig. 16.102) cameras. In the first
case, the film is transported at high speed to record the
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sequential images on different locations of the film. In
the latter case a fast rotating prism or mirror is deflect-
ing the light to different locations on the stationary film.
Rotating drum cameras reach film speeds up to 300 m/s
allowing to record up to 200 images with 50kHz. To
achieve these high speeds the drum housing is evacuated
to reduce friction effects. One of the fastest rotating-
mirror cameras is manufactured by Cordin. The framing
rate is 25 million frames per second. A small turbine
rotates the center mirror at 20 000 rotations per second.

The availability of fast and sensitive digital elements
led to the development of rotating-mirror systems, where
the film is replaced by a number of CCD or CMOS
elements.

Example of a High-Speed Flow Visualization Schlieren
Set Up. The set up shown in Fig. 16.103 is used at the
HEG of the German Aerospace Center. It uses a Z-path
layout for the object light path with spherical mirrors
(Halle SDH4300) with a diameter of 300 mm and a focal
length of 1500 mm.

The light source for this set up is a diode pulsed
Nd:YAG laser from Lightwave Electronics (Model 612)
emitting at 532 nm. It has the capability to operate at
pulse rates up to 50kHz. The laser light is widened by
a telescope system (L1 and L2) and then expanded by
a lens (L3) onto the spherical main mirror (H1), which
aligns the beam to a parallel light-bundle of diameter
300 mm through the test section. On the other side of the
test section the beam is collimated by the second spheri-
cal main mirror (H2). With the lens L4, the test section is
focused onto the film plane (A) and a razor blade (R) is
used at the focal point formed by the lens L4. The images
are recorded with a Cordin rotating-drum camera (Model
318) on black-and-white film (Kodak TMAX 100). The
camera consists of a rotating drum, which is equipped
with 35 mm film stripes of 1 m length. The shutter of the
camera remains open during the experiment. The narrow
pulse width of the laser has a pseudo-framing function
during the process of image recording on the moving
film. More information about the HEG HSFV system is
given by Martinez et al. [16.176].

One application of high-speed flow visualization is
to investigate if the flow phenomena that are studied
in short-duration ground-based facilities reach a steady
state during the available test time. In Fig. 16.104 one
such example — the establishment of the hypersonic,
high-enthalpy flow past a cylinder — is shown.

The experiment was conducted in HEG at a total
specific enthalpy of 15 MJ/kg using air as test gas.

Focus plane

‘ Rotating mirror

Relay lenses

Film

Fig.16.102 Schematic of a rotating-mirror camera
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Fig.16.103 Schematic of a high-speed flow visualization Schlieren
set up using a drum camera

t‘= 1.266ms t=2.266ms

Fig.16.104 High-speed flow visualization of the establishment
of the hypersonic, high-enthalpy flow past a cylinder in the
HEG
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16.2.3 Typical Applications of Shock Tunnel
and Shock Expansion Tunnel
Facilities

In the subsequent sections, typical applications of shock
tunnel and shock expansion tunnel facilities are summa-
rized. The main objective of this overview is to highlight
selected work and to refer the interested reader to refer-
ences which cover the corresponding research in more
detail.

Hypersonic, High-Enthalpy Flows Past Generic
Flow Configurations

When considering the re-entry trajectory of a space ve-
hicle returning from low Earth orbit into the atmosphere,
the most critical point concerning the heating loads on
the vehicle is found in the continuum flow region in
approximately 70 km altitude. In this region of the re-
entry path, the velocity of the vehicle is approximately
6km/s and the flow past the vehicle is accompanied
by strong shock waves, leading to high temperatures
that cause dissociation reactions. The fundamental influ-
ence of the thermal and chemical relaxation processes
caused by these high-temperature effects on the exter-
nal aerodynamics, i.e., the pressure distribution, flap
efficiency, shock—shock and shock-boundary layer in-
teractions and on the heating loads can be investigated
by looking at the flow past basic generic flow configu-
rations which are especially designed in order to focus
on one of these effects. Additionally, these studies are
well suited to validate the ground-based facility per-
formance, measurement techniques and computational
fluid dynamics (CFD) codes. A summary of the effects
occurring in hypervelocity aerodynamics with chemical
nonequilibrium is given by Stalker [16.58].

Fig.16.105a,b Cylinder model in the HEG test section including the
grid used for the three-dimensional flow-field computations (a) and
line of sight reconstruction of the phase-shift distribution from flow-
field computations (b)

Pioneering work related to the investigation of re-
laxation processes in the shock layer of generic bodies
was performed in the T3 free-piston-driven shock tun-
nel of the Australian National University in the 1970s.
Many of the tests were performed using nitrogen as test
gas at total specific enthalpies of 22 MJ/kg and above.
One aspect of chemical nonequilibrium generated be-
hind the shock wave of a wedge is that the attached
shock wave is no longer straight, as obtained in a perfect
gas, but curved towards the wedge surface. The meas-
urement of the shock curvature was used by Kewley and
Hornung [16.177] in order to determine the dissociation
rate of nitrogen at high temperatures. The investiga-
tion of the relaxation processes on shock detachment on
a wedge showed that the detachment distance of the bow
shock wave increases gradually with the wedge angle in
the case of a relaxing flow and more rapidly in a perfect
gas flow [16.178].

In the HEG of DLR, holographic interferometry to
measure the density distribution in the shock layer as
well as surface pressure and heat flux measurements
were applied in conjunction with detailed CFD investi-
gations to study the flow in the shock layer of a cylinder
placed with its axis transverse to the flow [16.179]. The
experimental data which was obtained at total specific
enthalpies of approximately 12—22 MJ/kg for air as the
test gas served as a basis for the validation of physico-
chemical models used in CFD codes. The cylinder model
was mounted on the nozzle centerline (Fig. 16.105a).
The large shock stand-off distance generated by this

Phase shift ¢
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—— Model 1 L. .
....... Model 2 Variation of reaction
5[ Model 3 J rate models
@  Experiment
————— Frozen flow
4
3
2 -

-15 -10 =5 0
x (mm)
Fig.16.106 Experimentally and numerically determined
phase shift in the shock layer of a cylinder — the influence
of using different chemical models is shown
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model is advantageous for the investigation of the gas
properties in the shock layer using optical measurement
techniques. The phase shift distribution in the shock
layer of the cylinder which can be correlated to the den-
sity difference between the free stream density and the
density in the shock layer, was measured and simulta-
neously reconstructed utilizing three-dimensional flow
field computations (Fig.16.105b). The computations
were performed using different chemical reaction rate
models. Based on the comparison of the different com-
puted phase-shift distributions and the measurements,
the most suitable chemical reaction rate model for the
present flow conditions can be selected (Fig. 16.106).
The plot in Fig. 16.106 also includes the phase shift
distribution resulting from the assumption of frozen
chemistry in the shock layer, i.e., infinitely slow re-
action rates. It is obvious that the various flow models
cause large differences in the shock stand-off distance.

The interaction between a shock wave and a sepa-
rated region in a hypersonic flow is a very important
flow feature which appears for example at aerodynamic
control surfaces of re-entry vehicles. In addition to the
correct prediction of the pressure distribution on the
control surface, the heat transfer and the length of the
separation needs to be predicted correctly in the design
process of a re-entry vehicle. Generic configurations
such as different types of double-cone configurations
or hollow cylinder flare configurations were used in
the large-energy national shock (LENS) facility at
the Calspan—University at Buffalo Research Center
(CUBRC) to provide a benchmark dataset at well-
calibrated test conditions with fully laminar hypersonic
flow [16.180, 181]. These tests were performed using
nitrogen as test gas at total specific enthalpies of ap-
proximately 4 MJ/kg. Numerical computations of these
flow fields using continuum mechanical flow solvers as
well as particle methods such as the direct simulation
Monte Carlo method were performed by, e.g., Candler
et al. [16.182]. In these numerical investigations, issues
such as the influence of vibrational freezing in the free
stream of the ground-based facility or slip flow boundary
conditions on the model were examined.

When a weak oblique shock wave impinges on the
strong bow shock wave ahead of a blunt body, it is
known that the shock—shock interaction pattern can
cause extremely high local surface pressure and heat
flux on the blunt body. Therefore, the understanding
of the phenomena associated with this type of flow is
of particular interest for the design of hypervelocity
vehicles. The influence of high-temperature effects on
the shock—shock interaction generated when an oblique

shock wave interacts with the bow shock of a circular
cylinder was investigated by Sanderson [16.183] in the
T5 free-piston-driven shock tunnel of Graduate Aero-
nautical Laboratories, California Institute of Technology
(GALCIT), USA and by Schnieder [16.184] in the HEG
of the German Aerospace Center.

The shock-boundary layer interaction in hyper-
sonic, high-enthalpy flow including high-temperature
effects on wedge-type compression ramps were in-
vestigated in the T3 free-piston-driven shock tunnel
of the Australian National University in Canberra by
Mallinson et al. [16.185], in the T5 free-piston-driven
shock tunnel by Davis [16.186] and Davis and Sturte-
vant [16.187], and in the HEG by Martinez Schramm and
FEitelberg [16.188]. These tests covered a total specific
enthalpy range of 3—-22 MJ /kg.

High-Enthalpy Flows Past Re-entry
Configurations
The X-38 program was a joint effort of the US National
Aeronautics and Space Administration (NASA) and the
European Space Agency (ESA). The objective of this
program was to demonstrate the technologies required
for the development of the future crew return vehicle
(CRV) for the International Space Station (ISS), pro-
viding the crew members with the capability to return
to Earth in the event of an emergency. Within the X-38
program, the intention was that key design and opera-
tional aspects should be validated by flying a full-scale
technology demonstrator. The determination of the aero-
dynamics and aerothermodynamics of the X-38/CRV
was based on a close cooperation between ground-based
testing and CFD [16.189]. Investigations in the HEG
were performed which represented the first experiments
using the X-38 configuration in the high total specific
enthalpy flow regime up to 22 MJ/kg (1 = 6000 m/s)
for pressure and heat flux measurements [16.190]. The
stainless-steel 1 : 24-scale wind tunnel model of the X-
38, with a length of / = 360 mm, mounted in the HEG
test section, is shown in Fig. 16.107a. The positions of
the thermocouples used to present the normalized heat
flux distribution along a streamwise cut including the
body flap in Fig. 16.108 are indicated in Fig. 16.107b.
The set of heat flux gauges consists of six transducers
on the fore body and seven transducers on the flap. The
heat flux measurements and the computed heat fluxes
have been normalized using the stagnation point heat
flux on X-38. Additionally to the normalized heat flux,
the standard deviation of the measured data during the
test time window is shown in the Fig. 16.108. The nor-
malized measured and computed heat flux on the 20°
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a)

Fig.16.107a,b X-38 model in the HEG test section (a) and
locations of the heat flux gauges used in Fig. 16.108 (b)

and 30° deflected body flap using HEG operating con-
dition I (22M1J/kg) is shown in Fig. 16.108. Except at
the first gauge position, where the measured heat flux is
significantly lower than the computed one, the compar-
ison between CFD and experiment along the fore body
is good. In the reattachment region the measured heat
flux distribution shows a clear peak that is not repro-
duced by the laminar flow computation. At the peak, the
heat flux is about 25% higher than that measured fur-
ther downstream on the flap. It is obvious that in the
separated flow region the standard deviation is higher
than at neighboring gauge positions located further up-
stream and downstream. This behavior was consistently
reproducible during the test campaign and is regarded
as being related to oscillations of the flow in this region.
In the reattachment region and further downstream the
measured heat flux on the 30° flap is approximately two
times higher than the one predicted by the laminar flow
computation. Therefore, a computation was performed
assuming transitional flow past X-38 with fixed transi-

Ghn
0.8
—— CFD, 20° flap
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Fig.16.108 Normalized heat flux distributions on the X-38
model; test gas: air at a total specific enthalpy of 22 MJ /kg

—

Fig.16.109 HOPE 2.5% model equipped with force bal-
ance in the HIEST test section (from Ifoh et al. [16.132])

tion in front of the body flap hinge line. This result ap-
proximately matches the heat flux level at reattachment.
However it does not correctly reproduce the measured
drop and subsequent increase of heat flux on the flap.

From an engineering point of view the significant
increase of the heat flux for the 30° deflected body flap
is a very important result indicating that in spite of the
fact that the unit free stream Reynolds number of the
HEG operating condition would suggest that the flow
past the model should be laminar, the flow in the sep-
arated flow may be governed by flow instabilities or
transitional/turbulent flow. This behavior was also iden-
tified on other vehicle configurations and is still in the
focus of current research programs.
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The aerothermodynamics of the Japanese space ve-
hicle HOPE was investigated in the High Enthalpy
Shock Tunnel (HIEST) of the Japan Aerospace Explo-
ration Agency (JAXA) at Kakuda [16.132, 191]. The
aim of these tests was to prove chemical nonequilib-
rium effects on the aerodynamics of the HOPE vehicle.
In particular, the research was focused on the investiga-
tion of the nonequilibrium effect of oxygen dissociation
by force measurements in HIEST. The tests were con-
ducted at stagnation enthalpies of 8—24 MJ/kg in which
oxygen dissociation probably dominates the nonequilib-
rium aerodynamic characteristics, and the binary scaling
parameter was chosen such that the nonequilibrium dis-
sociating flow around HOPE could be duplicated. The
wind tunnel model had a length of / =400 mm. The
forces and pitching moment were measured by a strain
gauge force balance with aid of acceleration compen-
sation for the low frequency vibrations of the bending
motion of the sting and the pitching motion of the model.
The influence of nonequilibrium effects is most pro-
nounced for the pitching moment. The pitching moment
coefficient Cp, of HOPE is plotted in Fig. 16.110 as func-
tion of the stagnation enthalpy. The measured data is
compared with the respective values of the HOPE refer-
ence data base which was determined by cold hypersonic
testing and nonequilibrium CFD results. The dissocia-
tion rate of nitrogen is much smaller than that of oxygen
and it was found that except at the nose region almost no
dissociation of nitrogen occurs. Except for the subsonic
region at the nose where the pressure increases due to
dissociation, on the main part of the body and wing, the
pressure decreases with oxygen dissociation. Regarding
the pitching moment, both the increase in nose pressure

Cn
0.02 @ HIEST
—3— Hope reference (real gas)
===- Hope reference (perfect gas)
0.015
0.01
0.005
0

4 6 8 10 12 14 16 18 20 22 24 26
Stagnation enthalpy (MJ/kg)

Fig.16.110 Pitching moment coefficient as function of stag-
nation enthalpy for the HOPE space vehicle (after Itoh
etal. [16.132])

and the decrease in fuselage pressure can increase Cy,.
This effect is revealed in Fig. 16.110. Compared to a per-
fect gas flow which results in a pitching moment coeffi-
cient which is independent of the stagnation enthalpy, the
measurements in HIEST and the numerical predictions,
modeling the nonequilibrium flow past HOPE, result in
an increasing Cp, with increasing stagnation enthalpy.
In addition, at a total specific enthalpy of 14 MJ/kg, the
measurements in HIEST show a peak in the Cy, distri-
bution. Analysis of the ratio of the flow characteristic
time and the relaxation time of oxygen dissociation led
to the suggestions that this peak may be caused by the
chemical nonequilibrium effect of oxygen dissociation,
which for the considered flow becomes most critical at
this moderate stagnation enthalpy condition.

The successful flight of the atmospheric re-entry
demonstrator (ARD) in late 1998 marked the first civil
atmospheric re-entry and recovery achieved by Euro-
pean nations. Launched on an Ariane 5 from the Guiana
space port in Kourou, the capsule reached a maxi-

a)

Fig.16.1Ma,b Surface grid for the ARD wind-tunnel model
(a), and Schlieren image showing the measured and com-
puted (dashed line) bow shock shape in HEG (b)
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Fig.16.112a,b Normalized heat flux distributions around the windward shoulder (a) and normalized pressure distribution

along the centerline (b) of the ARD model; hg = 12 MJ /kg

mum altitude of 830km before descent to re-entry
and splashdown within 5km of its target point. The
project was conducted primarily to validate existing
and future ground-based experimental and numerical
aerothermodynamic models, to qualify the design of
thermal protection materials, and to help assess naviga-
tion, guidance and control system performance [16.192].
A post-flight simulation campaign for the ARD cap-
sule has been conducted and coordinated by the prime
contractor EADS Launch Vehicles. As part of the cam-
paign, a range of numerical and experimental research
work was performed at DLR to reproduce aero heat-
ing and aerodynamic data for the capsule in hypersonic
flight [16.193]. The scale-model experiments were per-
formed in the HEG using air as test gas at total specific
enthalpy conditions of 12—-22 MJ/kg. One objective of
the work was to help refine and cross-check the available
numerical and experimental ground-based simulation
facilities through use of a single geometry. In HEG,
Schlieren visualization and both surface pressure and
heat flux results were recorded. Parallel to these exper-
iments, three dimensional flow field computations were
conducted. This combined effort provided results and
insight in the advantages and deficiencies of the nu-
merical and experimental techniques that would not be
achievable otherwise. The CFD simulations, for exam-
ple, allowed the effects of flow nonuniformity and the
presence of experimental artefacts in the test facility
to be assessed. Likewise, comparison with experimen-
tal results allowed identification of possible defects in

the numerical solutions. Resembling the geometry of
the Apollo capsules, the ARD capsule has a spherical
nose and an axisymmetric shape. In Fig. 16.111a the grid
around the ARD scale model is shown. It is designed to
capture the full flow field around the model mounted on
asting in the shock tunnel. The grid allows assessment of
the impact of sting and leeward flow on the forebody flow
field. The substantial bluntness of the forebody supports
a large subsonic region encompassing most of the wind-
ward shock layer, even at high Mach numbers. The size
of the subsonic region presented challenges for obtain-
ing good measurements in the short-duration test flows,
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Fig.16.113 Effect of chemistry models on the centerline
heat flux profile on the ARD configuration; ho = 22 MJ /kg
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and for maintaining accuracy and stability of CFD sim-
ulations. All experiments were performed with the ARD
scale model mounted at a 20° angle of attack and no yaw.
In Fig. 16.112a, the normalized heat flux measurements
made along the model centreline around the windward
shoulder are plotted together with the computed data. On
the windward shoulder the maximum heat flux occurs,
and it can be seen from Fig. 16.112a that this peak is well
reproduced by CFD. In Fig. 16.112b, the measured and
computed normalized surface pressure is shown along
the centreline of the ARD configuration. Several CFD
computations were performed to estimate the influence
and importance of thermochemical processes in the flow
field past the ARD capsule in HEG. For an inflow corre-
sponding to a 22 MJ /kg total specific enthalpy HEG op-
erating condition, Fig. 16.113 shows the computed heat
flux results along the centreline produced under different
chemistry assumptions. The simulations presented were
all performed assuming that the gas species remained
in thermal equilibrium, since numerical tests showed
that thermal nonequilibrium effects were negligible. The
figure shows that the default chemistry model — nonequi-
librium (finite-rate) chemical reactions with a fully
catalytic model surface — results in significantly more
heat flux than the frozen-flow assumption. A maximum
difference of 21% was observed at the windward shoul-
der, while a difference of about 14% occurs over most of
the remainder of the model forebody. The assumption of
a noncatalytic ARD surface also results in a lower heat
flux compared to the default chemistry model, differing
by amaximum of 34%. The difference in heat flux results
can be explained by considering the chemical processes
occurring throughout the flow. Under finite-rate reaction
chemistry, the molecular dissociation occurring in the
shock layer means that some of the gas thermal energy
is absorbed as species formation energy. This process
is manifested in a much cooler shock layer and smaller
shock stand-off, compared to non-reacting (frozen) flow.
When the incident flow subsequently impinges on a fully
catalytic model surface, species recombination causes
the heat of formation to be released and results in an
increased heat transfer to the body. In contrast, if the
surface is noncatalytic or partially catalytic, then only
some of the heat of formation will be recovered im-
mediately with the remainder being swept downstream
in the atoms or molecules which have not recombined
fully. This process results in the lower heat flux observed
for the nonequilibrium—noncatalytic simulation. In the
case of frozen flow, where no dissociation or recombi-
nation occurs, flow energy acquired from shock heating
is stored purely in thermal form and then transferred to

the surface by conduction. The simulated heat flux for
frozen flow is lower than for the nonequilibrium—fully
catalytic case, because the sudden release of energy due
to species recombination does not occur.

As discussed e.g. by Mcintyre et al. [16.194] aero-
capture is the process in which an interplanetary vehicle
acquires sufficient drag for orbit insertion in a single
pass through a planet’s atmosphere. This process re-
quires that the vehicle enters the lower altitudes, where
the atmospheric density, and therefore the drag gen-
erated, is sufficiently large. Significant heat flux can
result, and this necessitates the development of suit-
able heat shields, the design being dependent on the
entry speed and type of atmosphere. Current aerocapture
studies focus on two approaches, the use of the aeroshell
and the ballute. In the former, the drag is generated by
a forward-facing ablative heat shield on the vehicle. The

Fig.16.114 Interferometric flow visualization of the flow
past a toroidal ballute in the X2 shock expansion tube;
flow from left, Ho —Ne test gas representing the atmosphere
of Neptune, equivalent velocity 12km/s (from Mcintyre
et al. [16.194])
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latter approach involves the deployment of a large towed
balloon/parachute (ballute) assembly behind the space
vehicle that generates equivalent drag at lower densities,
and thus indirectly reduces the heat flux on the vehicle.

A configuration consisting of a spherical spacecraft
followed by a toroidal ballute similar to the one shown
in Fig. 16.114 was investigated in the GALCIT TS free-
piston-driven shock tunnel by Rasheed et al. [16.195].
The test gases studied were carbon dioxide, nitrogen and
hydrogen to simulate actual future missions to Mars, Ti-
tan and Neptune, respectively. The carbon dioxide runs
were performed with reservoir pressures ranging from
5MPa to 30 MPa and total specific enthalpies ranging
from 12MJ/kg to 23MJ/kg. The nitrogen runs were
performed with nominal reservoir pressures from 4 MPa
to 10MPa and nominal total specific enthalpies from
23MJ/kg to 26 MJ/kg. The hydrogen runs were per-
formed with reservoir pressures from 3 MPa to 25 MPa
and total specific enthalpies ranging from 27 MJ/kg to
80M1J/kg. The data collected for each run consisted of
a resonantly enhanced shadowgraph and heat flux data
on the ballute ring and the spacecraft. The results in TS
showed that the flow past the space vehicle/ballute con-
figuration is steady. The experimental simulation of the
flows in the Mars and Titan atmospheres could be used
to permit extrapolation to the flight Reynolds numbers
of planned missions with reasonable confidence.

An experimental investigation of hypersonic, high-
enthalpy flow over the configuration shown in
Fig. 16.114 was conducted in the X2 shock expan-
sion tube facility of The University of Queensland,
Australia [16.194]. Imaging using near-resonant holo-
graphic interferometry (Fig.16.114) showed that the
flows were steady and not subject of choking except
when the opening of the toroid was blocked. Measure-
ments at moderate total specific enthalpy conditions
(15-20M1J/kg) in nitrogen and carbon dioxide showed
peak heat fluxes of around 20 MW/m? on the toroid.
At higher enthalpies (> 50 MJ/kg) in nitrogen, carbon
dioxide, and a hydrogen—neon mixture, heat fluxes above
100 MW /m? were observed.

Laminar Turbulent Transition

in High-Enthalpy Flows
The knowledge of the transition from laminar to turbu-
lent boundary layer flow on a entry or re-entry vehicle is
an important point in the aerothermodynamic design of
such vehicles, because, e.g., the prediction of heat flux
depends critically on this process. Concerning laminar
to turbulent boundary layer transition, one of the im-
portant differences between low-speed and hypersonic

flows is that the dominant instability mode in the lat-
ter is the second or Mack [16.196] mode, in which the
boundary layer acts as a waveguide for acoustic noise,
where selected frequencies are trapped and amplified,
eventually leading to transition. The second important
difference is that in high-enthalpy hypersonic flows the
relaxation processes associated with vibrational excita-
tion and dissociation provide mechanisms for damping
acoustic waves and may therefore be expected to affect
the second mode [16.197].

It was pointed out by Hornung [16.197], that a large
part of the experimental work on the problem of stabil-
ity and transition at high Mach number has been done
in cold, hypersonic ground-based test facilities. These
investigations, together with the linear stability analy-
sis by Mack [16.196] provide a substantial basis for
understanding the path to transition in cold hypersonic
flow, however, they are not able to capture the high-
temperature effects that occur in hypervelocity flows.

An extensive experimental program on transition in
hypervelocity flows was conducted at GALCIT in the TS
free-piston-driven shock tunnel in which the focus was
specifically on the regime where relaxation processes
associated with vibrational excitation and dissociation
are important. A summary of this work is given by
Hornung [16.197].

As pointed out earlier, the typical test time of free-
piston-driven shock tunnels at high-enthalpy conditions
is approximately 1-2ms. Due to the fact that the fre-
quencies of the most strongly amplified modes are
typically 1-3 MHz, the short test time is not a seri-
ous limitation. The configuration used for the transition
experiments in TS was a slender cone (Fig. 16.115). The
flow over this configuration has the advantages that the
pressure gradient is zero, and that it is free of side-
effects. A 5° half-angle cone was selected in order to
be able to compare the new high-enthalpy results with
those from cold hypersonic testing. The velocity in the
TS5 test section ranged up to 6 km/s, and the transition
location on the cone as a function of the total specific en-
thalpy was determined from the distinct rise in heat flux
that coincides with the transition process. The Reynolds
number at transition, evaluated at the reference temper-
ature [16.197] and based on the distance from the cone
tip to the transition location, versus the total specific en-
thalpy of the flow is shown for different test gases in
Fig. 16.116. It is obvious that a significant increase in
transition Reynolds number with increasing total spe-
cific enthalpy is obtained. This increase is slightly larger
in air than in nitrogen. Tests with helium, which behaves
like a perfect gas in the TS5 total specific enthalpy condi-
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tions, revealed that even at 15 MJ/kg, the same transition
Reynolds number as at low total specific enthalpy was
obtained. Carbon dioxide, which exhibits strong vibra-
tional and dissociational effects in the used enthalpy
range lead to a significantly larger transition Reynolds
number. These results show that a dramatic transition de-
lay, which is completely absent at low speeds, is evident
at high enthalpy, and that the magnitude of the phe-
nomenon and the enthalpy at which it sets in are different
for different gases. Linear stability computations per-
formed by Johnson et al. [16.198] agree with the trends
observed in TS and illustrate how strongly thermochem-
ical nonequilibrium effects can influence the growth rate
of disturbances (Fig. 16.117). The mechanism responsi-
ble for this transition delay is shown to be the damping of
the acoustic second-mode instability by relaxation pro-
cesses. In additional tests in TS5 it was demonstrated that
transition could be further delayed by up to a factor of
two by suitable blind porosity of the surface [16.197].

Experiments to investigate the process of bound-
ary layer transition in hypervelocity boundary layers
were performed in the T4 free-piston-driven shock tun-
nel at The University of Queensland, Australia by Mee
and Goyne [16.200], Mee [16.201]. An array of flush-
mounted thin-film heat flux gauges was used to measure
surface heat flux and to detect the location and extent
of the transitional region on a 1500 mm-long 120 mm-
wide flat plate that formed one of the inner walls of
a duct that captured the core flow of the test section.
The thin-film gauges, manufactured at The University
of Queensland, consisted of a nickel film, 1 mm long
x 0.3mm wide x 1 wm thick, deposited onto a fused-
quartz cylinder of 2.1 mm diameter. The gauges and
associated instrumentation were estimated to have re-
sponse times of 2 us. The experiments were performed
in a test gas of air at nozzle supply enthalpies of 6 and
12 MJ/kg. At the lower total specific enthalpy condition
the unit Reynolds number (based on free-stream condi-
tions) was varied from 1.7x10°m~! to 4.9x10°m~".
At the high-enthalpy condition, the unit Reynolds num-
ber was 1.6x10°m~!. A typical heat flux distribution
along the test surface with a smooth surface is shown in
Fig. 16.118. The measurements indicate the transition of
the boundary layer from a laminar region to a turbulent
region along the test surface.

The detailed analysis of the measurements obtained
in T4 by the individual thin-film gauges showed that
transition takes place through initiation, growth and
merger of turbulent spots in the considered flat plate hy-
pervelocity boundary layer. The rates of initiation and
growth of turbulent spots appear to be the factors which

Sharp tip — 76 mm
(molybdenum)

Main body — 790 mm
(aluminum)

Mid-section — 127 mm
(aluminum)

Sting support

| Test section mounting rail

Fig.16.115 Slender cone model used for the transition experiments
in TS;. the main body is hollow and instrumented with thermocouple

surface heat flux gauges (after Hornung et al. [16.199])

will determine the length of the transition region It was
found that the spanwise extent of spots can be iden-
tified and spreading rates can be determined. Further
experiments in T4 showed that earlier transition can be
promoted by using both isolated and distributed rough-
ness elements. Using distributed roughness elements
located 100 mm downstream of the plate leading edge
with a ratio of roughness element height to boundary
layer thickness of 1.1 leads to the result in Fig. 16.119.
The distributed roughness elements caused earlier tran-
sition at the low- and high-enthalpy condition used for
the testing. An isolated rounded roughness element with
a height 50% of the boundary-layer thickness was found
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Fig.16.116 Transition Reynolds number evaluated at ref-
erence conditions as function of total specific enthalpy
for different test gases. Open symbols correspond to cases
where the flow was laminar to the end of the cone. The
references for the cold tunnel data are given by Hor-
nung [16.197]; the carbon dioxide results show a large
transition delay relative to the nitrogen and air results (after
Hornung (2006) [16.197])
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Fig.16.117 Results of linear stability calculations with thermochem-
ical nonequilibrium at the conditions of TS5 (4.0 MJ/kg in carbon
dioxide); the diagram shows growth rate of disturbances as func-
tion of disturbance frequency at several distances along the cone;
the dotted curves show the results at the same conditions as for the
continuous curves but with the rate processes turned off [16.198]
(after Hornung [16.197])

to be capable of producing a turbulent patch immediately
behind the element.
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Fig.16.118 Dimensionless mean heat flux along the
test surface resulting from two different T4 runs
[hs = 6.2MJ/kg, Re=2.6x10°m~! (based on free-
stream conditions)]; the continuous and dashed lines
indicate laminar and turbulent heat flux levels obtained from
empirical correlations (after Mee [16.201])

surface [hy =6.2MJ/kg, Re =2.6x% 10 m™! (based on
freestream conditions)] for the smooth surface (circles)
and distributed roughness elements located 100 mm down-
stream of the plate leading edge (squares); the continuous
and dashed lines indicate laminar and turbulent heat
flux levels obtained from empirical correlations (after
Mee [16.201])

The same test geometry as used by Mee [16.201],
was used by Goyne [16.140], and Goyne et al. [16.142]
to conduct skin friction measurements in laminar, tran-
sitional and turbulent boundary layers in addition to
pressure and heat flux measurements. The tests were per-
formed in a total specific enthalpy range of 4—13 MJ/Kg
and a Reynolds number (based on the distance from
the leading edge) range of 0.16—21x 10°. For the tran-
sitional boundary layer, the characteristics of turbulent
spots were investigated and similar results were obtained
using heat flux and skin friction measurements.

Supersonic Combustion Ramjet Research
The goals to reduce the specific transport costs and
to increase the reliability and flexibility of new trans-
portation systems require that future space programs
develop partly or fully reusable vehicles with improved
propulsion systems. The supersonic combustion ramjet
(scramjet), an air-breathing propulsion concept, is one
option for a new and advanced type of engine to be oper-
ated at flight Mach numbers above M = 8. The efficiency
gains of such engines potentially allow improvements in
size of payload, cost/kg and reliability of future launch
vehicles.

Recently significant advances have been made in
developing scramjet engines, including The University
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of Queensland’s supersonic combustion flight experi-
ment HyShot [16.202] with its first successful flight
performed in July 2002 and the flights of NASA’s
X-43A in March and November 2004 as part of the
Hyper-X programme [16.203,204]. Supersonic combus-
tion had not occurred in flight until the performance of
HyShot and it had not been used in an engine which
propelled a flight vehicle until the X-43A flight of
March 2004 [16.205]. Ground-based testing in reflected
shock tunnels and a shock expansion tunnel represent
significant contributions to these flight experiments.

Test techniques and strategies for large scale scram-
jet testing in large reflected shock tunnels are discussed
by Deiwert et al. [16.207]. For the Ames 16-Inch de-
flagrative combustion-driven shock tunnel, large- to
full-scale scramjet combustor test capabilities over the
flight Mach number range 12 to 16 are reported.

The extensive scramjet research conducted in Aus-
tralia in the T3 and T4 free-piston-driven shock tunnels
was summarized by Paull and Stalker [16.208] and
Stalker et al. [16.205]. The research programmes con-
ducted in these facilities include the investigation of the
thrust/drag performance of an integrated axisymmetric
scramjet configuration consisting of intake, combustor
and thrust nozzle, shown in Fig. 16.120 with a stress
wave force balance by Paull et al. [16.206]. The model
consists of an axisymmetric center body, with six com-
bustion chambers and associated intakes arranged about
its periphery. These intakes consist of compression
ramps formed by the splitters which separate the com-
bustion chambers. The thrust coefficient determined
for this configuration as function of the total specific

Fig.16.120 Integrated axisymmetric scramjet model used
in the T4 free-piston-driven shock tunnel of The
University of Queensland, Australia for net thrust measure-
ments [16.206] (picture courtesy A. Paull, The University
of Queensland)
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Fig.16.121 Performance of the axisymmetric integrated
scramjet model of Fig. 16.120; measured thrust coefficient
for fuel off (squares) and fuel on (circles) versus total spe-
cific enthalpy and test section free-stream velocity; the lines
indicate the calculated thrust coefficients [16.205,206]

enthalpy of the flow and the test section free-stream ve-
locity is shown in Fig. 16.121. The measured data points
for fuel-on and fuel-off experiments are plotted together
with two continuous lines indicating calculated axial
forces. The important result of this investigation is that
the difference between the fuel off and the fuel on data
clearly shows the generation of thrust and for stagna-
tion enthalpies below approximately 3.5 MJ/kg, positive
net thrust could be demonstrated in a ground-based test
facility.

The HyShot supersonic combustion flight exper-
iment was led by The University of Queensland in
Australia with contributions from a number of inter-
national partners [16.202]. The scramjet payload was
launched by an unguided sounding rocket from the
Woomera launch range in Australia on a highly parabolic
trajectory to an altitude in excess of 328 km. The
scramjet experiment was conducted during re-entry, and
consisted of a double-wedge intake with two back-to-
back constant-area combustion chambers, one fueled
with hydrogen at an equivalence ratio of about 0.33, and
the second unfueled (Fig. 16.122). In the fueled combus-
tor, gaseous hydrogen was injected perpendicularly to
the flow through a series of four portholes (Fig. 16.123a).
Supersonic combustion data was successfully collected
at flight Mach numbers of approximately M = 7.8-7.95
in an altitude range from 35 km down to 29 km [16.209].

1121

9T |J) Med



122

9T ) Med

Part C

Specific Experimental Environments and Techniques

As part of the HyShot flight programme, extensive
ground-based testing of the supersonic combustion ex-
periment was performed in the T4 free-piston-driven
shock tunnel. These experiments included pre- as well
as post-flight test campaigns. An experimental and nu-
merical post-flight analysis was also conducted at the
German Aerospace Center, and the European Space Re-
search and Technology Center (ESTEC) of the European
Space Agency (ESA) [16.210,211]. The experiments
were performed in the HEG. The flow path geometry of
the wind tunnel model used in the HEG HyShot post-
flight analysis was identical to the flight configuration.
A comparison between the measured and calculated
surface pressure distribution in the combustion cham-
ber for a HEG operating condition which duplicates
the HyShot flight condition at an altitude of 32.5km
is shown together with the surface pressure of the fueled
combustor measured in flightin Fig. 16.123b. The scatter
bars of the HEG measurements indicate the root-mean-
square (RMS) values of the pressure during the test time.
The fuel-off static surface pressure obtained from CFD
analysis compares well with the wind-tunnel experi-
ment. Further, the pressure gain due to fuel injection in
the HEG measurements is obvious. While some issues
concerning the quantitative comparison of the ground-
based, flight and CFD data are not yet fully resolved,
the post flight analysis in HEG confirmed the interpre-
tation of the flight data that supersonic combustion was
successfully established.

A modification of the HyShot configuration used in
the first and second flight of the programme was de-
veloped at the Japan Aerospace Exploration Agency
(JAXA) using the High Enthalpy Shock Tunnel (HIEST)
[16.212]. In this configuration, the porthole injection is

Fig.16.122 HyShot supersonic combustion flight experi-
ment configuration, used during the first two flights of the
programme, mounted on top of a two-stage sounding rocket
at the Woomera launch range in Australia (Photo courtesy
The University of Queensland)

replaced be a HyperMixer injection which utilizes gener-
ators of longitudinal vortices to enhance the supersonic
air flow fuel mixing and the combustion process.

Further scramjet research performed in HIEST is
presented by Itoh et al. [16.132]. An integrated scram-
jet configuration of 2m length was investigated in the
total specific enthalpy range of 3.3-7.5MJ/kg which
corresponds to the flight Mach number range of 7—13.
The model was suspended by very thin wires and could
move freely in the test section. Therefore, using the 13
accelerometers integrated on the model, the thrust/drag
characteristic of the engine as a function of the fuel
equivalence ratio and the stagnation enthalpy was inves-
tigated.

As part of the NASA Hyper-X programme, the X-
43A (Fig.16.124), a small-scale research vehicle to
provide flight data for a hydrogen-fueled, airframe-
integrated scramjet engine at flight Mach numbers
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Fig.16.123a,b HyShot supersonic combustion flight exper-
iment configuration, used during the first two flights of the
programme, geometry of the fueled combustor including
the boundary conditions for the CFD analysis (a) and com-
puted and measured pressure distributions in the fueled and
unfueled combustor; flight altitude: 32.5 km (b)
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of 7 and 10 was developed [16.204]. In addition,
aerodynamic, thermal, structural, guidance, flush-air-
data-system, and other data were to be obtained. The
3.66 m-long research vehicles were dropped from the
NASA Dryden B-52, rocket-boosted to the test point
by a modified Pegasus first stage, separated from the
booster, and then operated in autonomous flight. The
flight tests were conducted at an altitude of approxi-
mately 30 km.

Tests of the Hyper-X scramjet engine flow path have
been conducted in the HYPULSE shock tunnel facil-
ity of ATK—-GASL in Ronkonkoma, USA at conditions
duplicating the stagnation enthalpy at flight Mach num-
bers of 7, 10, and 15 [16.213,214]. For the tests at Mach
number 7 and 10, HYPULSE was operated as a reflected
shock tunnel; at Mach number 15, HYPULSE was op-
erated as a shock expansion tunnel. A data base for the
operation of the scramjet was obtained by variation of
a number of flow parameters including the fuel equiv-
alence ratio from lean to rich and the fuel composition
from pure hydrogen to mixtures of 2% and 5% silane in
hydrogen by volume to aid ignition.

Comparisons of the ground test data with selected
data from the successful M = 10 flight showed good
agreement for HYPULSE test runs in which the hydro-
gen fuel was augmented with silane to prompt ignition
and combustion. Comparisons of tare data acquired
without fueling the flow in both ground test and flight
operation also exhibited very good agreement, confirm-
ing that scramjet testing in the ms time scale available
in shock tunnels does provide meaningful data [16.214],
thereby expanding the ground test regime for hypersonic
air-breathing propulsion concepts.

Hot Model Technique
The requirement of ground-based testing at high total
enthalpies and high pressures to properly duplicate high
temperature effects leads to facilities with typical test
times in the order of ms. Therefore, in these facilities
the ratio of total temperature to wall temperature of
a wind tunnel model can be approximately simulated,
however, the absolute temperature of the model surfaces
stays at room temperature. In order to overcome this
partially, heated models were used in the shock tunnel
facilities.

The influence of wall temperature on the shock
wave/boundary layer interaction on a ramp config-
uration in hypersonic flow was investigated in the
shock tunnel TH2 at the RWTH Aachen University,
Germany [16.215]. For these investigations, TH2 was
operated with the conventional and the heated helium

Weight:
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26"

30"

143"

Fig.16.124 X-43A vehicle geometry; measures in inches (after

Voland et al. [16.204])

driver. The model surface was heated by electric heater
elements. Actively cooled gauges to measure pressure
and temperature (coaxial thermocouples) were inte-
grated in a model and color Schlieren and infrared
thermography were additionally applied. The ramp
model consisted of a sharp leading edge flat plate at
a 0° angle of attack and a second plate at 15° an-
gle of attack. The total specific enthalpy was varied
between 1.68 MJ/kg (total temperature 1520K) and
4.12MJ/kg (total temperature 3630K) and the wall
temperature could be varied between 293 K and 840 K.
Using pressure measurements, the influence of the wall
temperature and the stagnation conditions on the size
of the separation bubble generated in the hinge line
region was demonstrated for a flow that was laminar
before the separation and possibly transitional at reat-
tachment. At constant total temperature and increasing
wall temperature, the size of the separation bubble in-
creased. Increasing the total temperature at constant
wall temperature led to a reduction of the size of the
separation bubble. Furthermore, the pressure level in
particular at reattachment increased with increasing wall
temperature.

In atmospheric re-entry flight with a high level of
aerodynamic heating, the utilization of low-catalytic sur-
face materials, such as SiO;-based materials, is desired
in order to minimize the increase in vehicle surface
temperature by reducing the recombination of atomic
species at the wall. From experiences of ground and
flight tests, it has been suspected that surface catalysis
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may strongly depend on changes in surface tempera-
ture and density. However, the detailed characterization
of surface catalycity is still an actual research topic,
mainly due to the lack of experimental data at sufficiently
high density equivalent to flight conditions, since ground
tests have been conducted mainly in low-density facil-
ities such as arc-heated wind tunnels and plasma wind
tunnels. High-density flows can be generated in high-
enthalpy shock tunnels, however, the short available test
duration is a severe drawback. Starting with room tem-
perature, the wall temperature of test models in shock
tunnels increases by only a few degrees. Therefore, an
experimental research program to study the influence of
the wall temperature on wall catalysis was conducted in
the HIEST of JAXA utilizing a preheated wind tunnel
model [16.132].

The test model was a 373 mm-long 260 mm-wide flat
plate with blunt leading edge (Fig. 16.125). Silicon diox-
ide, as a material with low catalycity, was used to coat
one half of the flat plate and silver (Ag) was used to coat
the second half, providing the reference for a highly cat-
alytic material. Heat flux measurements were performed
using 10 thermocouples mounted in line on both sides.
The surface catalycity effect was investigated by com-
paring the heat fluxes measured on the SiO; surface with
those obtained with the Ag coating or with CFD results.
Heaters were installed in the model which allowed wall
temperature adjustment from 300 K to 1000 K. The tests
in HIEST were carried out at 14 MJ /kg total specific en-
thalpy and 20 MPa nozzle reservoir pressure. From CFD
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analysis, it was found that most of the oxygen molecules
should be dissociated in the high recovery temperature
region in the hypersonic boundary layer near the wall,
and the increment in heat flux due to recombination by
wall catalysis was estimated to be 40% of the total heat
flux. The experiments were conducted at wall tempera-
tures of up to 800 K and the results are summarized in
Fig. 16.126. The measured heat flux is normalized by the
fully catalytic CFD results and subsequently averaged
over the flat plate and plotted as function of the inverse of
the wall temperature. A strong temperature dependence
of the surface catalysis of the SiO,-coated surface was
observed from room temperature up to 570 K, as the nor-
malized heat flux increased with wall temperature. It is
pointed out by Iroh et al. [16.132], that the temperature
dependence of surface catalysis appears at a relatively
low temperature in the tests performed in HIEST com-
pared to data obtained in lower-density wind tunnel
tests where this dependence is found in the 400—-800 K
range. It is concluded that this early appearance of the
temperature dependence of surface catalysis may be as-
sociated with the higher-density operation in the shock
tunnel.

The same model as shown in Fig. 16.125 was also
tested in HEG of DLR by Ueda et al. [16.216]. As part
of this comparative study performed in two large free-
piston-driven shock tunnels, the same trend concerning
the temperature dependence of the surface catalycity of
Si0; as first observed in HIEST was also found in HEG.

One concept for improving the efficiency of scram-
jet engines is that of injecting the fuel on the intake.
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Fig.16.126 Temperature dependence of the catalytic be-
havior of the SiO; surface obtained in HIEST; the data
points show averaged values over the plate (after Itoh
et al. [16.132])
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The fuel injection before the combustion chamber al-
lows the fuel to mix with the air prior to entering the
combustion chamber and the length of the combustion
chamber required for complete combustion is therefore
reduced. Extensive testing of this concept has been con-
ducted in the T4 shock tunnel facility at The University
of Queensland, Australia. In contrast to real flight condi-
tions, the wall temperature will only marginally increase
during the available test time in T4. Therefore, realis-
tic wall temperatures similar to those achieved in flight
and the influence of the wall temperature on prema-
ture ignition on the intake can only be investigated by
using a preheated model. For this reason, cold wall
intake experiments were compared with experiments
using a heated intake model with wall temperatures
up to 700K for total specific enthalpy conditions of
3.6 MJ/kg [16.149]. In the considered boundary layers

16.3 Bluff Body Aerodynamics

16.3.1 Flow Physics, Facilities,
and Approach

Bluff body wakes are complex; they involve the in-
teractions of three shear layers in the same problem,
namely a boundary layer, a separating free shear layer,
and a wake. As has been remarked by Roshko [16.217],
“the problem of bluff body flow remains almost entirely
in the empirical, descriptive realm of knowledge”, al-
though our knowledge of this flow is extensive. In fact
the recent surge of activity on wakes, over the last two
decades, from experiment, direct numerical simulation
and analysis has yielded a wealth of new understandings.

In this section, we shall briefly present the ex-
perimental approaches to studying bluff-body flows.
However, rather than simply list the approaches and
techniques used to study such flows, we shall present
the different quantitative and qualitative approaches that
have been employed, while at the same time presenting
some of the fascinating, rich, and sometimes beautiful,
physical phenomena that have been found in bluff body
flows, as one progressively increases the Reynolds num-
ber (Reynolds number = Re = UD/v, where U is the
free-stream velocity, D is the width of the body and v is
the kinematic viscosity). We shall also present some of
the key nondimensional parameters as a function of Re,
and functional relationships to represent these variations
in practice.

The nominally two-dimensional vortex-shedding
process from bluff bodies has been described in

on the intake, temperatures exist close to the wall that
are, for both the unheated and heated model, signifi-
cantly higher than the wall temperatures. These peak
temperatures are above the ignition temperature of hy-
drogen. Therefore, the intake fuel injection must be
performed in such a way that the fuel does not pen-
etrate this region close to the wall downstream of the
injection location. Planar laser-induced fluorescence us-
ing hydroxide (OH) radicals as the target species to
identify regions where combustion occurs and pres-
sure measurements on the intake were performed. No
hydroxide was observed on the intake when the wall
temperature was varied from 300K to 700 K. Further-
more, no static pressure increase was observed along
the intake model. These factors indicate that no pre-
mature combustion of hydrogen was occurring for the
investigated flow fields.

a number of review papers over the last 50 years
(Rosenhead [16.218]; Morkovin [16.219]; Berger and
Wille [16.220]; Oertel [16.221]; Coutanceau and
Defaye [16.222]; Roshko [16.217]; and Williamson
[16.223]). In experiments, significant steps forward in
our understanding of wake vortex dynamics have come
from the many recent studies of three-dimensional (3-D)
phenomena, which have led to some new explanations
of longstanding controversies which were hitherto as-
sumed to have two-dimensional origins (see the recent
review of Williamson [16.223]).

Bluff-body wake flows have direct engineering sig-
nificance. The alternate shedding of vortices in the near
wake, in the classical vortex street configuration, leads to
large fluctuating pressure forces in a direction transverse
to the flow, and may cause structural vibrations, acous-
tic noise, or resonance, which in some cases can trigger
failure. A recent review of vortex-induced vibrations
arising from such effects can be found in Williamson
and Govardhan [16.224]. The classical view of a vor-
tex street in cross section is shown in Fig. 16.127, where
regions of concentrated vorticity are shed into the down-
stream flow from alternate sides of the body (and with
alternate senses of rotation), giving the appearance of
an upper row of negative vortices and lower row of
positive vortices. Interestingly, it will be shown later
that these particular cross-sectional photographs actu-
ally contain useful information regarding the distribution
of the three-dimensional vortex structure (see the figure
caption).
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Re = 270000

Fig.16.127 Visualization of laminar and turbulent vortex
streets. These photographs show the development of Kar-
man vortex streets over a wide range of Re. Streamwise
vorticity, in the braid between Karman vortices, is indi-
cated by the white regions, and is visible for Re = 300 up
to the highest Re = 270 000. The aluminium flake visual-
izations are from Williamson [16.223,227]. The Schlieren
photograph at Re = 270000 is from Thomann [16.228]

These visualizations in Fig. 16.127 come from a thin
light sheet shining on aluminium flakes suspended in
water in the wake of a towed vertical circular cylin-
der. Visualizations of the cross sections of such vortices
are often made in water, using ordinary dye, as well as
using fluorescent dye employing the laser-induced fluo-

rescence (LIF) technique, examples of which are shown
later in Figs. 16.137, 138. Surface particle techniques,
using aluminium flakes on the water surface were origi-
nally used to excellent effect by Prandtl in the 1920s, and
have also been employed more recently by Williamson
and Roshko [16.225], for example. Subsurface particle
visualization will be seen here from a study by Mills
et al. [16.226] in Fig. 16.129. Hydrogen bubble wires in
water, employed by Rockwell and his group at Lehigh
University have also been extremely effective, and an
example may be observed in Fig. 16.139. Rockwell at
Lehigh University, and Gharib at Caltech, have also
been pioneers in the development of the particle im-
age velocimetry technique (PIV) in the field of research
concerning bluff bodies. An excellent example of this
approach can be found from Rockwell’s group, showing
near-wake vortex dynamics in Fig. 16.140.

In air, visualization has been conducted using smoke
from arrays of tubes, but also from the very effec-
tive smoke wire technique introduced in the 1950s,
and optimized by Hassan Nagib and Tom Corke at IIT
(Cimbalaetal.[16.229]; Corke et al.[16.230]; and Gold-
stein [16.231], which is also an excellent reference for
several of these techniques). In Fig. 16.127, we also see
an example of a Schlieren photograph of a vortex street
at Re =270000, where the variation of density in the
flow is exploited in this case. In essence, there are a num-
ber of flow visualization techniques, which can lead to
new discoveries in these flows, as well as to beautiful
images of significant fluid flow phenomena.

Facilities in use for studies of bluff-body aerody-
namics include not only wind tunnels, but also water
facilities. For example, in our vortex dynamics and
wake studies at Cornell, we utilize very low-turbulence
wind tunnels, along with a recirculating water chan-
nel, which is indispensable for providing continuous
flow. However, the use of a computer-controlled XY
towing tank is extremely powerful, in that quite un-
steady motions to bodies (periodic or transient) can
be imparted in two degrees of freedom to bodies in
the large (8 mx1.25mx1.25m) facility. One of the
other key aspects of such a facility is the fact that one
can study flow structures far downstream of a body,
by waiting long times after the body has passed the
region of interest. A further facility often used over
the last few decades is the closed-circuit water tun-
nel, whose test section is enclosed, unlike the water
channel. Other facilities for high-speed flows include
shock tubes, which are described elsewhere in this book.
A good resource for discussion of all the above fa-
cilities for use in bluff body aerodynamics, and the
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Fig.16.128a—c Pressure measurements for a cylinder with
laminar or turbulent boundary layer separation. A lami-
nar boundary layer separates at an angle of around 82°
(see (a)) leading to the pressure distribution from Fage
and Falkner [16.232] in (b). At a higher Re, as plotted
by Roshko [16.233] in (b), the separation point shifts to
higher angles (typically 110—120°), leading to a thinner
wake, with weaker vortices, and a much lower drag Cp. In
(c) we observe the mean and fluctuating surface pressures
at Re = 140000 (after Cantwell and Coles [16.234]); the
vertical lines show the maximum and minimum instanta-
neous pressures found over several thousand cycles, and it
is therefore quite surprising that the mean pressure remains
so uniform over the rear (or base) of the cylinder

various relevant techniques, is the book by Gold-
stein [16.231].

To return to the flow structure from bluff bodies,
the alternating formation of vortices mentioned earlier,
were the origin of Strouhal’s [16.235] classical measure-
ments of the sound frequency produced by translating
cylindrical rods through air, and for the Aeolian tones,
which are produced by the wind blowing over a wire
or a string in an Aeolian harp. In a historical review
by Rott [16.236], he discusses the later contributions
of Lord Rayleigh [16.237] in normalizing Strouhal’s
frequency data using the Strouhal number

_JfD
T U

S s (16.5)

where f is the frequency of vortex shedding, D is diam-
eter, and U is flow velocity. A great deal of impetus
in this flow was triggered by the classical work of von
Karman in 1911 [16.238], who not only analyzed the
stability of vortex street configurations, but established
a theoretical link between the vortex street structure
and the drag on the body. This work came about from
experiments conducted by Hiemenz (within Prandtl’s
laboratory in Gottingen), who had initially interpreted
wake oscillations from a cylinder as an artifact of the ex-
perimental arrangement. However, von Karman viewed
the wake oscillations and alternate generation of vortices
as an intrinsic phenomenon, and went on to investigate
their linear stability. Some descriptive understanding of
the near-wake vortex formation process can be found
from Gerrard [16.239] and from Perry et al. [16.240].
Gerrard suggested that a forming vortex draws the shear
layer (of opposite sign) from the other side of the wake
across the wake centreline, eventually cutting off the
supply of vorticity to the growing vortex.

a) Separation

—_ O % Separation
/ \ 00—
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A great many experimental measurements have been
carried out for the bluff-body wake including Strouhal
numbers, coefficients of lift and drag, base pressure (i. .,
the pressure at a point right at the downstream end of
a body), separation points, surface shear stress, wake
velocity measurements such as mean and fluctuation ve-
locity profiles and Reynolds stresses, and estimates of
the length and width of the vortex formation region.
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Such measurements may be found in a number of well-
known reviews in the literature that were mentioned
earlier. We shall mention several of these measurements
in Sect. 16.3.2, as a function of increasing Reynolds
number.

16.3.2 How Bluff is a Bluff Body?

A bluff body is one for which the boundary layer sepa-
rates from the sides of the body at some point, typically
from a point near the maximum width of the body. Un-

Fig.16.129a—e Flow around rectangular cross-sections, in-
dicated by various visualization techniques. In (a) the ratio
of streamwise length to width of the body (//h) is near
a critical value which maximizes the drag [16.241], and
we see a classic dye technique. In (b) and (c), the flow
around a long rectangular cylinder is made clear using par-
ticle streaklines, and shows the usefulness of employing
different reference frames (fixed with respect to the body
and the wake vortices, respectively). In (d) and (e), we ob-
serve streamlines and vorticity from measurements using
PIV. The images (b) to (e) are from Mills et al. [16.226]

like a streamlined body, such as an airfoil, where the
width of the body decreases gradually towards the trail-
ing edge, a bluff body has a more dramatic reduction
of body width in the after-portions, and a larger adverse
pressure gradient, leading to boundary layer separation.
The subsequent rolling up of the separated vorticity in
the free shear layers, causes the formation of concen-
trated local regions of vorticity, known as wake vortices.
It is these vortices, and their associated low-pressure
centers, in proximity to the rear of the body, which yield
very large fluctuating pressures behind a bluff body, but
also a surprisingly uniform region of low pressure behind
the body (Fig. 16.128b). By integrating such a pressure
distribution around the body, we can understand the large
drag of a bluff body to be due to the difference between
the high-pressure region in the vicinity of the front stag-
nation point, and the low uniform pressure in the rear (or
base) region of the body. The drag coefficient is given by

_ Drag
"~ 1/2pU?DL’

where p is the fluid density, D is the width of the body
and L is the span length. Obviously, the real pressure
distribution differs markedly from the potential flow
distribution, where the front and rear velocity field (or
pressures) are symmetric fore and aft, yielding zero drag.

In the case of the circular cylinder, we see in the pres-
sure distribution of Fig. 16.128, that if the boundary layer
remains laminar around the frontal portions of the body
(for roughly Re < 200000), then the separation point
for the layer occurs at an angle 6 ~ 80° from the front
stagnation point (see the point of inflection in the early
classic measurements of Fage and Falkner [16.232], at
Re = 110000). If the Reynolds number is increased to
8.4x10°, in Fig. 16.128, then the boundary layer on the
body becomes turbulent prior to separation, and remains
attached for longer against the adverse pressure gradi-
ent. The layer only separates at around 6 ~ 110°, and
the relatively weaker and smaller wake vortices exert

Cp (16.6)
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Table16.4 Drag coefficients and Strouhal numbers for common two- and three-dimensional shapes. One interesting point
may be made using the example of a semicircular cylinder. When the flat face is upstream, the drag is high, and the
Strouhal number is low, and it is roughly equivalent to a flat plate. When the curved face is upstream, the drag is lower,
and the Strouhal number is higher, and now the body is roughly equivalent to the circular cylinder. We note that, as the
drag Cp increases, the frequency S decreases, which is a trend first clearly pointed out by Roshko [16.242]

2-D BODY Cp S 2-D BODY Cp S
Circular cylinder Square cylinder
1.2 0.21 2.1 0.13
Semi-circular cylinder Square cylinder at 45°
1.2 0.21 1.6 0.15
— ( —
Rectangular cylinder (2:1)
- 5 D 1.7 0.16 1.8 0.08
— [

T Rectangular cylinder (1:2)

2.0 0.16 2.4 0.14
H

Half tube 90° wedge

12 021 1.6 0.18
— — <
, > 23 0.13 . I> 2.0 0.13

3-D BODY Cp S 3-D BODY Cp S
Sphere 60° cone
0.47 0.19 0.80 0.19
— J — <
Hemisphere 90° cone
0.4 - 12 0.16
— —
Hemisphere Disk

1.2 - 1.1 0.13
 — D  —

far less base suction on the rear of the body, pulling it known as the drag crisis, and will be discussed in the
downstream. The ensuing dramatic reduction of drag is  next section.
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The degree of bluffness was addressed by Roshko in
a classic paper on bluff-body wakes (Roshko [16.242]),
and he made it clear that, even if different bodies had the
same width, they could generate different base pressures
(the roughly uniform low pressure behind the body), as
a result of divergence of the separating shear layers to
quite different degrees, depending on their shape. We
have compiled a set of drag coefficients and Strouhal
numbers for a number of two-dimensional shapes, and
three-dimensional objects in Table 16.4, for Reynolds

a) S
0.22

0.2

0.18

0.16

0.14

0.12

Yo o

Circular cylinder o

a
Normal plate

numbers around 10 000. The large variation of Cp values
is evident. An illustrative example (Table 16.4) is given
by the two half-cylinder shapes. When the flat face is
downstream, one can imagine that the shape is more
streamlined, and the separating shear layers will emerge
from the body roughly as they do for the full circular
cylinder, giving Cp = 1.2, and a vortex frequency or
Strouhal number of S = 0.21. If, on the other hand, the
flat face is upstream, the shear layers emerge from the
body sides at a large angle normal to the free stream,

Increasing bluffness

0 ,° ° 33

i

a

107 10°

10*
Re

o a Flat plate
a 4 90° wedge
@ o Circular cylinder

0.12 @ Flat plate with interference
o Circular cylinder with
interference
0.1

0 4 6 12 16 80 24 28

32 36 40 44 48
Re x 10°

Fig.16.130a,b Strouhal numbers (S) for different shapes, versus Re, and the introduction of a wake Strouhal number (S*)
by Roshko [16.242]. His idea was to normalize the Strouhal number by the wake width and the wake velocity close to
separation, as shown in (b), rather than scaling the Strouhal number simply on the body width and free-stream velocity

as in (a)
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the wake vortices will be larger and stronger, forming in
a wider formation region behind the body. The drag is
now significantly higher, Cp = 1.7, and the larger width
of vortex formation corresponds with a lower normalized
vortex shedding frequency, S = 0.16. As pointed out by
Roshko, the shedding frequency scales with the width
of the wake, rather than the physical width of the body
itself.

We present a further example, which illustrates how
the streamwise length of a body has an effect on the
drag, even if the front face is kept a constant shape. If
one studies the drag of a family of rectangular cross sec-
tions, as in Fig. 16.129a, then one finds the existence of
a critical value of L /h (streamwise length/width). Bear-
man and Truesdell [16.241] showed that Cp increases
from 2.0 to 3.0, as the length increases from a normal
flat plate (L/h ~ 0) to the critical ratio L/h = 0.6. As
the length of the body is stretched further, the drag di-
minishes, ultimately reaching a lower value than for the
flat plate. Again, the proximity of the separating shear
layers, and their roll up into strong wake vortices, close
to the rear surface of the body is key to dictating the
pressure distribution and drag of the body.

In Fig.16.129b,c, we also present visualiza-
tions of long rectangular (nominally two-dimensional)
shapes [16.226], which use particle streak photography.
Clear differences can be found if one uses the refer-
ence frame fixed with respect with the body or fixed
with the vortices, as illustrated also in Williamson and
Roshko [16.225] and Perry et al. [16.240]. Examples
from particle image velocimetry (PIV) are also shown
in Fig. 16.129, showing the streamlines and vorticity
contours using this powerful quantitative technique, de-
scribed comprehensively elsewhere in this handbook.
The technique shows clearly the shedding of vortices
from the front face (leading-edge separation), which
then travel along the sides of the cylinder, and largely in-
fluence the phase and formation of trailing-edge vortex
formation.

As mentioned earlier, these ideas concerning the de-
gree of bluffness of a body were first formulated by
Roshko in [16.242]. He measured the Strouhal numbers
for a number of bodies, as a function of Re, as seen
in Fig. 16.130. He was essentially the first to note that
bluffer bodies diverged the flow more, yielding a lower
base pressure (more base suction), and lower vortex
shedding frequencies. For example, in order of increas-
ing bluffness, we have: circular cylinder — wedge —
normal flat plate. From dimensional analysis, he pro-
posed a Strouhal number based on the physical scales
of the near-wake formation to collapse frequency data

from different body shapes. He suggested that the shed-
ding frequency would scale with the wake width (L*)
rather than simply the body dimensions (D), and on
a relevant velocity scale (U*) for the vortex formation
in the near wake, rather than simply on the free-stream
velocity (U). He put forward a wake Strouhal number:

*

/i
§ =T

~ const. (16.7)

The wake width L* for different bodies was found
using free-streamline theory, while the velocity scale
was taken to be that velocity just outside the sepa-

a) S
= © Williamson, Brown (1998)
@ Nishioka, Sato (1978)
0.25 | 4 Okamoto et al. (1981)
@ Cantwell, Coles (1983)
@ Prasad, Williamson (1997)
0.2 | A Henderson (1994) - DNS
& Kravchenko, Moin (1998) - LES
Iy

0.15
o
0.1
0.05
0
0 02 04 06 08 1 12 14 1.6
\1=Cpp (1+26/D)™"
b) s*
0.3
0.25
0.2
A o o
o@wﬁ A
0.15
© Williamson, Brown (1998)
0.1 @ Nishioka, Sato (1978)
. A QOkamoto et al. (1981)
@ Cantwell, Coles (1983)
0.05 @ Prasad, Williamson (1997)
. A Henderson (1994) - DNS
& Kravchenko, Moin (1998) - LES
0
10! 10 10° 10* 10° 10°

Re

Fig.16.131a,b Collapse of frequency data for a circular
cylinder. This approach uses a wake length scale involving
the body diameter plus the shear layer thickness (evaluated
near separation). This scaling collapses the wake Strouhal
number (5*) well for a particular body, in this case a circular
cylinder, over a wide regime of Re (as shown in Williamson
and Brown [16.243]). (References are found in therein)
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ration point (Ug) which, to a good approximation, is
calculated from the base pressure coefficient. (Follow-
ing a boundary layer approximation, 1/2U? is the flux
of vorticity shed into the wake.) This wake Strouhal

Cp
0.2
h\ 0
o, 0.2
‘\\S
~0.4
)
~0.6

Fig.16.132a,b Effect of a wake splitter plate on the base pressure
coefficient (Cps) and Strouhal number (S). Effect of base bleed on
the wake structure. Both of these classic techniques, introduced
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respectively by Roshko [16.242] and by Bearman [16.246], can
dramatically influence the wake flow structure as well as the base
pressure, vortex shedding frequency, and also the drag of a bluff
body. The principal effect is to stretch the vortex formation region,
and to shift the low-pressure vortices further downstream from the

base region of the body

number, shown in Fig. 16.130b, and other such univer-
sal Strouhal numbers that have been put forward, for
example by Bearman [16.244] and by Griffin [16.245],
resulted in a very reasonable collapse of the shedding-
frequency data for many different bluff bodies. These
results confirm the merit of considering the character-
istic scales of wake formation, rather than simply body
dimensions (and free-stream velocity), to generate an
effective Strouhal number representing vortex shedding
frequency.

Such ideas also provide a basis for a functional rela-
tionship for S—Re measurements for a given bluff body.
It is possible to consider different length and veloc-
ity scales upon which the shedding frequency might
depend. Bauer [16.247] measured the vortex shedding
frequencies behind flat plates parallel to the flow (whose
cross sections were bullet-shaped). He normalized the
Strouhal numbers by a characteristic lengthscale equal
to twice the boundary layer displacement thickness (§*)
plus the plate (or buller) thickness (i. e., D +28*). A sub-
sequent study by Eisenlohr and Eckelmann [16.248] for
many different plates showed a good collapse of their
frequency data when it was plotted using such a Strouhal
number.

Concerning the circular-cylinder wake, consis-
tent with the above discussion, Williamson and
Brown [16.243] use the concept that the frequency will
scale with (D +28)~1, where § is a characteristic shear
layer vorticity thickness, so that in (16.7), they have
L* =(D+28), and U* = (Us) = velocity measured at

separation, giving:
28
o)

- (B) ()

It can be shown [16.242] that Uy is related to the
base pressure coefficient (to a good approximation) by

Us
U= 1_Cpby

giving an expression for the Strouhal number as

26\ 7!
S=5/1-Cp <1+5> .

Experimental support for the use of the Strouhal
number S* in (16.10) comes from Fig. 16.131a, showing
S plotted against /1 — Cpp(1+25/ D)~!. We note that
the data lies closely along a straight line, whose gradient
yields the best-fit value for $* = 0.176. One should note
that the available data from the literature for this plot
includes the wide range of Re from 55 up to 140 000.
A plot of calculated S* values versus Re in Fig. 16.131b

(16.8)

(16.9)

(16.10)
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gives another indication of the constancy of S* over this
large range of Re, and thus suggests that it is areasonable
means to collapse frequency data for this body.

Regarding the primary wake instability, a reveal-
ing experiment was conducted by Roshko [16.242], who
studied the effect of a splitter plate (parallel to the free
stream) located downstream of a bluff body at high Re.
He found that, by bringing such a plate closer to the
cylinder, he could interfere with the vortex shedding in-
stability within a critical distance from the body, which
caused a jump decrease in both the shedding frequency
and base suction (—Cpp), as shown in Fig.16.132a.
A downstream shift of the low-pressure vortices reduced
the suction near the base of the cylinder. The ensu-
ing wider and longer vortex formation region exhibits
a lower shedding frequency.

One may define a vortex formation length [16.246,
251] as that point downstream of the body where
the velocity fluctuation level has grown to a maxi-
mum (Fig. 16.142b) and thereafter decays downstream.
Bearman [16.246], also using splitter-plate wake in-
terference, made the discovery that the base suction
was very closely inversely proportional to the formation
length, which has often been assumed since that time. It
has generally been found in these studies that an increase
in formation length (Lg/ D) is associated with a decrease
in the level of velocity fluctuation maximum u/}, /Uso
(or Reynolds stress maximum) and a decrease in the
base suction. Bearman [16.244], on the other hand, used
base bleed to bleed a rate of fluid flow out of the base re-
gion of a body, to alter the wake formation process. This
is readily evident from his smoke visualizations for zero
or finite bleed rates in Fig. 16.132b, where even small
bleed rates show remarkable control of the downstream
vortex formation.

It is also relevant in the discussion of the vortex-
shedding regimes to consider that, if one averages over
large time (compared to the shedding period), one can
define a mean recirculation region in the wake, which
is symmetric and closed. This was discussed in Roshko
and Fiszdon [16.252], and in Roshko [16.217], where
he linked the recirculation bubble length with the base
pressure Cpp, and the Reynolds stresses (pu’v’), in an
effective model of bluff-body flow.

16.3.3 Base Pressure, Drag, Lift,
and Strouhal Number

In this section, we present the important variations of
lift and drag, Strouhal number, and base pressure as
afunction of Reynolds numbers. At this point, we restrict

a) c'
0.7

0.6
0.5
0.4
0.3

0.2

0
10! 10? 10° 10* 10° 10°

o 107 10° 10* 10° 10° 10’
Re
Fig.16.133a,b Fluctuating lift coefficient (CL) and mean drag co-
efficient (Cp) as a function of Re. One can observe that the drag
crisis, seen as the sharp reduction of drag at Re ~ 200 000, is coinci-
dent with a sharp reduction in fluctuating lift. The lift variation and
its measurement is discussed comprehensively in Norberg [16.249],
where the symbols are defined in his Fig. 2. The drag variation in-
cludes classic data from Wieselsberger [16.250], which has been
remarkably robust in the face of modern techniques. Data at the
highest Re ~ 10°-107 come from Roshko [16.233]

ourselves to discussion of the circular cylinder alone,
since many of the variations exhibit similar features for
the different bluff-body shapes.

Drag and lift forces are measured using many
different techniques, which are discussed at length
in the review of lift force measurements by Nor-
berg [16.249], and in the book of Goldstein [16.231].
These techniques include, for example, pressure distri-
bution measurements (described well in the early 1928
paper by Fage[16.253]), use of strain gauges, linear
variable displacement transducers (LVDTSs), and piezo-
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Fig.16.134a,b Classic measurements by Roshko [16.254] of the Strouhal number versus Reynolds number for a circular
cylinder in (a), and an updated plot showing the key regimes in (b) compiled for this handbook (References are found
in [16.223])
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electric transducers. Vortex shedding frequencies are
generally measured using LDV (laser Doppler velocime-
try), and hot-wire anemometers, or possibly by noting
the lift force spectrum. The base pressure coefficient:
Cpb = (2pb—ps)/pU 2 (where pb is the base pressure,
ps is the static pressure of the free stream), is generally
measured using a small pressure hole (tap) at the base
of the bluff body.

It is immediately clear from Fig. 16.133 that the lift
and drag variations are significantly different as a func-
tion of Re. The unsteady lift coefficient, which shows
large variations, is influenced by the types of instability
in the near wake, as Reynolds numbers are varied. These
instabilities will be discussed in the following section.
In brief, the rise of Cr to the first major peak at around
Re & 190 is associated with increasingly energetic lam-
inar vortex shedding in the near wake. The second
broader peak at much higher Re ~ 10000-200 000,
corresponds with the energetic separated shear layer in-
stability, which results in high shear stresses and stronger
unsteady wake vortices in the near wake.

The drag force, on the other hand, shows remarkably
little of the large fluctuations that characterize the lift.
The presented data points in Fig. 16.133b are from some
classic measurements by Wieselsberger [16.250], and
indicate the reduction of Cp until around Re ~ 1000. In
fact, the drag varies roughly as Cp & 1/ Re at the lowest
Re « 1. Because it is extremely difficult to measure drag
force on thin wires at very low Re, any fine variations
in Cp around Re ~ 100-200, due to the onset of the
energetic laminar vortex shedding, are not evident. An
effective approach to determine the subtle variations in
Cp, is to use direct numerical simulations, as completed
to very high resolution by Henderson [16.255].

It is remarkable that the drag, and the Strouhal num-
ber in Fig. 16.134, remains almost constant at around
Cp ~ 1.2,and S ~ (.20, over a very wide regime of Re,
from 1000 to 200000, and it is usefully assumed by
practising engineers that the flow field is reasonably in-
dependent of Reynolds numbers over this wide regime.
On the other hand, the base pressure and lift force exhibit
changes indicative of the shear layer instability becom-
ing more energetic as Re increases. We go on to discuss
the vortex instabilities in these flows in the next section.

An important effect, mentioned earlier, is the sharp
drop in drag at Re ~ 200000, which is caused by the
transition of the attached boundary layer into a turbu-
lent state. The turbulent layer is more able to withstand
the adverse pressure gradient around the cylinder, and
separates later, causing weaker smaller vortices and less
base suction contributing to the reduced drag. This sig-

nificant effect is called the drag crisis, and in some cases
the purposeful roughening of a bluff body will actually
induce early transition and an advantageous reduction
in drag.

The variation of Strouhal number was first defined
by Roshko over a wide range of Reynolds num-
bers [16.242], and indicated a change in regime at
around Re ~ 300, as seen in Fig. 16.134a, leading to
the well-known S—Re relationships:

4.494

§=0.212— —— ,Re~ 50-150; (16.11)
Re

2.692

§=0.212— —— , Re ~ 300-2000 . (16.12)
Re

A more-complete S—Re variation is shown in
Fig. 16.134b, showing the existence of a number of
regimes, and along with the base pressure measure-
ments, will form the basis of the flow regime discussions
in the next section.

A highly accurate representation of the variation
of Strouhal numbers with Re was put forward by
Williamson and Brown [16.243], based on the form of
(16.10), noting that the shear layer thickness will scale
on 1/+/Re, as for the attached boundary layer. In fact
they have put forward the expression:

S= (A + B + < + )
= TR TRe )
An excellent fit for the laminar (parallel) shedding

regime, based on a truncation of the series (9), using
data from Williamson [16.256], gives

(16.13)

1.390 1.806
S= <0.285——+—> ,Re < 190.
VRe Re

(16.14)

If we apply the /Re formulation to the frequency
data from Williamson [16.227] for higher Re, we find:

0.3490
vRe

For higher regimes of Re, the curve fits of Fey
et al. [16.257] may be effectively used, as follows:

S§=0.2234— ,Re~260-1300. (16.15)

. 4
S =0.204 — w , Re ~ 1300-5000 ; (16.16)
VRe
S$=0.1776 — % , Re ~ 5000-200 000 .
JRe
(16.17)

For the complexity of the S variation for
Re > 200000, it is probably worth using the plot in
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Fig. 16.134b directly. Accurate data for vortex shed-
ding frequencies (S) as well as base pressures (Cpp), for
a variation of aspect ratios (cylinder length/diameter),
are given by Norberg [16.258].

16.3.4 Overview
of Vortex Shedding Regimes

It is particularly revealing as a key for this section to
consider the plot of base pressure coefficient (Cpp) as
a function of Reynolds number in Fig. 16.135. In con-
trast to some of the other parameters of the flow, the
base pressure responds sensitively to the changes in flow
instabilities and phenomena throughout the Reynolds
number range. An incisive overview of the flow regimes
was first given in Roshko and Fiszdon [16.252]. This was
updated by Roshko [16.217] and Williamson [16.223],
stimulated by the completion of the previously elu-
sive data at low laminar-shedding Reynolds numbers
by Williamson and Roshko [16.259]. In some of these
studies, it was found convenient to refer to a base suc-
tion coefficient (—Cpp), rather than the base pressure
itself.

Regarding the plot of base pressure in Fig. 16.135, it
should be mentioned that this comes from experiments
using a smooth cylinder in good flow quality (turbu-
lence levels typically around 0.1%), and also from the
simulations of Henderson [16.255]. It is known that
roughness, turbulence levels (as well as the character
of turbulence spectra), cylinder aspect ratio, end con-

—Cpp
1.6

Two dimensional
-— |

i Three dimensional

1.2 |
C

0.8

0.4 A

|
|
|
|

-—

|

Steady  Unsteady

ditions, and blockage affect the transitions, although
the trends remain the same. The first definition of flow
regimes based on measurements of velocity fluctuation,
spectra and frequency was given by Roshko [16.254].
He found a stable (periodic) laminar vortex shedding
regime for Re =40-150, a transition regime in the
range Re = 150-300, with an irregular regime for
Re =300-10000, where velocity fluctuations showed
distinct irregularities. Similar regimes were confirmed
by Bloor [16.263].

Referring now to the plot of base suction coeffi-
cient versus Re in Fig. 16.135, and following the lead
of Roshko [16.217] and Williamson [16.223], we shall
define the various shedding regimes with respect to the
letters marked on this plot, and exhibit some of the prin-
cipal results and experimental approaches that have been
taken.

Regime up to A:

Laminar Steady Regime (Re < 49)
At Re below around 49, the wake consists of a steady re-
circulation region of two symmetrically placed vortices
on each side of the wake, whose length grows as the
Reynolds number increases. This trend has been shown
experimentally by Taneda [16.264], Gerrard [16.265],
and Coutanceau and Bouard [16.266], and is supported
by the computations of Dennis and Chang [16.267].
However, from analysis and computation in (con-
strained to be) steady two-dimensional (2-D) flow, it
has proven surprisingly difficult to define the variation

Fig.16.135 Plot of base suction coef-
ficients (—Cpp) over a large range of
Reynolds numbers. A plot of base suc-
tion coefficient is particularly useful
as a basis for discussion of the var-
ious flow regimes. The base suction
coefficient (negative of base pressure
coefficient, or —Cpp) is surprisingly
sensitive to the process of vortex for-
mation in the near wake, which itself
is affected strongly by the evolution
of various two- and three-dimensional
wake instabilities, as Reynolds num-
bers are varied. The sources of the
data, in order of increasing Re, data
0 are from computations of Hender-
son [16.255]; and experiments of

=

2 3 4 5

Williamson and Roshko [16.259],
Norberg [16.258], Bearman [16.260],
Flaschbart [16.261], Shih

et al. [16.262]

logio Re
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of bubble shape with Reynolds number as Re becomes
large [16.268], as discussed in Roshko [16.217]. It ap-
pears that the asymptotic formula for Cp(Re) for this
steady wake is not yet available. It should be noted that,
as the length of the steady wake bubble increases, due to
the viscous stresses, so the recent DNS (direct numer-
ical simulation) computations of Henderson [16.255]
and the measurements of Thom [16.269] clearly show
a decrease in the base suction.

Regime A-B: Laminar Vortex Shedding Regime

(Re =149 to 190)

In this regime, the variation of base suction with Re
shows a sharp deviation in trend from the steady wake
regime discussed above (Fig. 16.135). The recircula-
tion region develops instabilities, initially from the
downstream end of the bubble, whose strength and am-
plification grows with Re. This effect may be measured
by a monotonic increase in the amplitude of maximum
wake velocity fluctuations with Re, and a gradual move-
ment of the instability maximum (or formation length)
upstream towards the cylinder.

The onset of the wake instability near to Re = 47-49
has been found to be a manifestation of a Hopf bi-
furcation, and the flow represents a dynamical system
described by a Stuart-Landau equation [16.270]. As
the wake instability becomes amplified, the Reynolds
stresses in the near-wake region increase, the formation
length decreases, and there is a consistent increase in the
base suction. There is also an increase in the unsteady
forces, as shown from computations [16.255], but not
yet detected in experiment at these low Re.

Some early observations and measurements were
made which showed or suggested that vortices can
shed at some oblique angle to the axis of the cylinder
in what we now term oblique shedding [16.220, 271],
although towing-tank experiments by Hama [16.272]
demonstrated only parallel shedding. A further phe-
nomenon, which we shall see is directly related
to this, is the phenomenon of discontinuities in
the relationship between the Strouhal and Reynolds
numbers (see Fig.16.136a in the laminar (oblique)
shedding regime), as first detected very clearly by Trit-
ton [16.273] near to Re = 75 [16.274], and subsequently
the source of a great deal of debate over a period of
30 years.

Experimental measurements of the Strouhal fre-
quency over the period 1878—1978 showed a scatter
of the order of 20% even among the modern experi-
ments [16.223]. This scatter was present despite the fact,
as pointed out by Roshko [16.275], that “the quantities

a) s
B R

0.20 -

..»-‘"".‘ W
0.18 2nd discontinuity
0.16
014 L5 Oblique shedding

-— LaminarH:f 3-D—

0.12

© 60 100 140 180 220 260

0 50 100 150 200 250 300 350
Re

Fig.16.136a,b Strouhal number (S) and base suction coefficient
(=Cpp) over the laminar and wake transition regimes of Reynolds
number. We can see quite sharp changes of mode, caused by: the
inception of vortex shedding; the first jump to a mode A three-
dimensional instability; and a second jump to mode B instability
(after Williamson [16.227], Williamson and Roshko [16.259])

involved (U, D, v and f) could be rather easily measured
to better than 1% accuracy”. v is the kinematic viscosity.
Many explanations were put forward over the years, al-
though it was finally shown that, in the absence of certain
effects, such as free-stream shear and cylinder vibration,
a discontinuity in the S—Re relation can be caused by
the unexplained phenomenon described earlier, namely
oblique shedding. The S—Re discontinuity, originally ob-
served by Tritton [16.273], is caused by a changeover
from one mode of oblique shedding to another oblique
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mode, as Re is increased [16.256,276-280]. It is shown
that the particular boundary conditions at the spanwise
ends of the cylinder dictate the angle of shedding over
the whole span, even for a cylinder that is hundreds of
diameters in length. Gerich and Eckelmann [16.281] had
earlier shown that a region close to the ends of a cylinder
(about 10 diameters in length) can be influenced in a di-
rect manner, causing a cell of lower-frequency shedding
to appear near to the ends.

In the towing tank and wind tunnel experiments of
Williamson [16.256,276], it was found that the oblique
vortices formed a periodic chevron pattern, as shown
in Fig. 16.137a. The technique used to observe the vor-
tices clearly involves washing off fluorescent dye from
the horizontal cylinders in a towing tank, and employing

.

w\MACa ..

-

Fig.16.137a,b Oblique and parallel shedding are con-
trolled by the end boundary conditions for cylinders of
even several hundreds of diameters in length. In (a), we
have the chevron pattern of shedding, showing the exis-
tence of a phase shock in the center span, while in (b), we
can induce parallel shedding [16.276]

laser-induced fluorescence (LIF). Over each half span,
the oblique angle is dictated by the end conditions in that
half. It was then found that there are several means to
achieve parallel shedding by manipulating the end con-
ditions, as in Fig. 16.137b. With parallel shedding, the
Strouhal-Reynolds number curve is completely continu-
ous, as shown in Fig. 16.136. (An ingenious approach by
Leweke and Provansal [16.282] has involved the study
of vortex shedding past a torus, where there are no ends
to the curved cylinder.) It was also shown [16.276] that
one may define a universal Strouhal curve, in the sense
that the experimental oblique-shedding data (Sg) can be
closely collapsed onto the parallel-shedding curve (Sp)
by the transformation

Sy
So = .
0 cosf

(16.18)

Some control of vortex shedding angles has been
made at higher Re by Prasad and Williamson [16.283],
although the techniques are not as effective as in the
laminar shedding regime.

Regime B—C: 3-D Wake-Transition Regime

(Re ~190 to 260)

The significant visualizations of Hama [16.272] showed
that the instability in the wake-transition regime takes
the form of a three-dimensional waviness on the pri-
mary Karman vortices, and the formation of what
Gerrard [16.265] later calls “fingers of dye”. It is now
known that these dye fingers are associated with vortex
loops and streamwise vorticity, in similarity with other
free shear flows.

The transition to three-dimensionality in the wake
can conveniently be described with reference to the
measurements of the Strouhal-Reynolds number in
Fig. 16.136a, and to the changes in base pressure in
Fig. 16.136b, where it may be observed that the tran-
sition, originally described by Roshko in 1954 [16.254],
actually involves two discontinuous changes (see
Williamson [16.284]). At the first discontinuity the
Strouhal frequency drops from the laminar curve to one
corresponding to a mode A 3-D shedding, at close to
Re = 180-190. This discontinuity is hysteretic, and the
exact critical Re depends on whether the flow speed is
increased or decreased. We see the inception of vortex
loops (in a mode A instability), and the formation of
streamwise vortex pairs due to the deformation of pri-
mary vortices as they are shed, at a wavelength of around
3—4 diameters, as shown in Fig. 16.138a. (The modes of
3-D instability in this figure are visualized using the LIF
technique, in the same manner as found in Fig. 16.137.)
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Although there is a large range of reported criti-
cal Re for wake transition, Re = 140-194, it should
be noted that it is influenced by the end boundary
conditions. Floquet stability analysis of Barkley and
Henderson [16.285] yields a critical Reynolds num-
ber of 188.5. Miller and Williamson [16.286] found
that non-mechanical end conditions (using suction tubes
downstream of the body) can yield rather clean end
conditions, and they find that the laminar regime for
parallel shedding could be extended experimentally up
to Regrje = 194.

At the second discontinuous change in the S—Re
relation in Fig. 16.136a, there is a gradual transfer of en-
ergy from mode A shedding to a mode B shedding over
a range of Re from 230-250. The latter mode com-
prises finer-scale streamwise vortices (Fig.16.138b),
with a spanwise length scale of around one diam-
eter. There is evidence to show that the origin of the
mode A instability is based on a core elliptic insta-

Re =200

!lb) .'ﬁi}”

NIRRT

bility of the primary vortex cores, whereas the mode
B structures evolve from an instability of the braid
region of vorticity between the primary vortices. The
origin of these instabilities are discussed from ex-
periment in Williamson [16.227], and in Leweke and
Williamson [16.288], and from numerical simulation
in Thompson et al. [16.289], Barkley and Hender-
son [16.285], and Thompson et al. [16.290] and Zhang
etal. [16.291].

The large intermittent low-frequency wake velocity
fluctuations, originally monitored by Roshko [16.254]
and then by Bloor [16.263], have been shown to be due
to the presence of large-scale spot-like vortex disloca-
tions in this transition regime [16.287]. These are caused
by local shedding-phase dislocations along the span.
The base suction and Strouhal frequency continue to in-
crease in this regime, but follow curves at a lower level
than may be extrapolated from the laminar shedding
regime.

]

' [

o
A 0PN i1
1A

2q

-

o

Fig.16.138a,b Modes A and B three-dimensional instabilities. (a) Mode A instability. This is associated with the inception
of streamwise vortex loops. This example for Re = 200, corresponds with a spanwise wavelength: /D = 4.01, which is
remarkably close to the maximum growth rate from Floquet analysis (after Barkley and Henderson [16.285]) (b) Mode B
instability. This is associated with the formation of finer-scale streamwise vortex pairs. A/D is roughly 1.0. Re = 270.
Note that both photographs are to the same scale (after Williamson [16.227,287])
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Regime (-D: Increasing Disorder

in the Fine-Scale Three-Dimensionalities
The peak in the base suction close to C, at Re = 260, is
associated with a peak in the Reynolds stresses in the
near wake, and a particularly ordered three-dimensional
streamwise vortex structure in the near wake [16.227].
At this point, the primary wake instability behaves re-
markably like the laminar shedding mode, with the
exception of the presence of the fine-scale streamwise
vortex structure. As Re is then increased towards point D
in the plot of base pressure in Fig. 16.137, the fine-scale
three-dimensionality becomes increasingly disordered,
and this appears to cause a reduction in the two-
dimensional Reynolds stresses, a consistent reduction
in base suction, and an increasing length of the for-

Re = 3000

mation region [16.227,293]. The increased length of
the formation region (the downstream distance over
which the vortices form), as one increases Re from 270
to 1360, can be seen clearly in Fig. 16.139, using the
hydrogen bubble visualization technique of Unal and
Rockwell [16.293].

Regime D—E: Shear-Layer Transition Regime

(Re =1000 to 200 000)
In this regime, the base suction increases again, the
2-D Reynolds stress level increases, the Strouhal
number gradually decreases (Fig.16.134), and the
formation length of the mean recirculation region de-
creases [16.294], all of which are again consistent
variations. These trends are caused by the develop-

1360

Re =

Re = 8000

Fig.16.139a—d Visualizations of the wake structure as the Reynolds number is varied. Hydrogen bubble images show the
lengthening of the vortex formation region as Re increases from 270 to 1360, as shown by Lin et al. [16.292]. Smoke wire
images from Norberg [16.249] show the diminishing vortex formation region as Re increases further from 3000 to 8000,
as the stresses from the shear layer instability cause the region to shrink. Diagrams show mean pressure distributions by

Norberg [16.249]
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ing instability of the separating shear layers from the
sides of the body. As noted by Roshko [16.217], this
might be called the Schiller—Linke regime, after those
who discovered it and who associated this regime
with an increase in base suction and drag, while the
turbulent transition point in the separating shear lay-
ers moves upstream, as Re increases. The decrease
in formation length in the present regime (for Re in-
creasing from 3000 to 8000), is well demonstrated
by the smoke wire visualizations of Norberg [16.249],
in Fig. 16.139c¢.d.

Physically, the shear layer vortices take on the ap-
pearance of the vortices so often observed in mixing
layers, as shown from smoke wire visualization in
Fig. 16.140, but in this case the length of the layer
is obviously limited by the streamwise extent of the
formation region. Evidence of shear layer vortices are
seen in the earlier Fig. 16.127 at Re = 4000, and are
found to amalgamate in the near wake into the Kar-
man vortices, as seen in the PIV visualization of Lin
et al. [16.292] in Fig.16.140 for Re = 10000. Unal
and Rockwell [16.295] have also shown that the vortex
formation can arise from the exponential amplification
of the disturbance kinetic energy in accord with lin-
ear stability theory applied to the separating shear layer.
Shear layer vortices generally appear for Re > 1200, but
have been observed below this Re, possibly induced by
vibration of the test body in some cases.

Although the shear layer transition was considered
by Roshko [16.254], it was not until Bloor [16.263] that
the frequency of the shear layer instability waves were
studied. She demonstrated that the shear layer instability
frequency scaled approximately with +/Re, by consider-
ing the thickness and velocity of the separating laminar
boundary layer. There is no question that this is of the
right order, although even a cursory glance at the actual
data points from these investigations does not precisely
support the Re® variation (look carefully at the fre-
quency data in Fig. 16.141). For clarity, the frequencies
are defined by fy, which is the shear layer frequency,
and fx, which is the Karman vortex frequency. The
frequency of shear layer vortices has sometimes been
referred to as the Bloor—Gerrard frequency, in honor of
the work of Bloor and Gerrard, who first investigated
the separating shear layer instabilities, in the particular
context of the bluff-body wake.

In the case of the shear layer frequency, a careful
reevaluation of all data that could be found from a num-
ber of investigators, shows that the exponent p in the
expression ( fy1/ fv) = A Re” is significantly greater than
0.5 in every case. All the compiled data are plotted in

b) Re = 10000

Fig.16.140a,b Clear images of the shear layer instability in the near
wake at Re = 10000. In (a) we see the smoke wire technique, and
a clear observation of the shear layer vortices, contrasting with the
larger wake vortices [16.283]. In a similar flow in (b) the shear layer
vorticity, amalgamating into Karman wake vortices, is shown using
the PIV technique [16.292]

Fig. 16.141. The least-squares best fit to the data is

(%) = 0.0235Re%07

Jk

and the line for Re?-, although clearly of the right order,
would not closely fit the measured data. One might note
that the data extends over a large range from Re = 1200
up to Re = 100000. On a dimensional basis, one ex-
pects that the shear layer frequency will scale with
a characteristic velocity and length scale in the form:

(ﬂ) . Usep
fk Os1 '
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falfi
10
o Prasad, Williamson (1997a)
@ Norberg (1987)
a Bloor (1964)
A Okamoto et al. (1981)
¢ Kourta et al. (1987)
<& Wei, Smith (1986)
o Maekawa, Mizuno (1967)
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where Usep is the velocity outside the boundary layer at
the separation point, and 6y is the momentum thickness
of the separated shear layer. Bloor suggested, very rea-

a) (ulUy)?
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0.028
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0.008 xld =24
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Fig.16.141 Variation of normalized shear layer frequency
with Reynolds number. The plot includes data from all
the investigators up to 1997 who measured the shear layer
frequency. By looking along the lines from the left, with
one’s nose right down on the page, the fact that the trend
is higher than Re®? is rather more obvious, and yields the
best fit as: (fq/ fk) = 0.0235 Re%¢7 (References are found
in Prasad and Williamson [16.283])

sonably, that the momentum thickness scales with the
boundary layer thickness just before separation, which
itself scales as Re =0~ If one notes that Strouhal number
S = fxD/U, one finds

(E) ~rets ™ Cpp)*? ’
Sk S

where we have used the relationship Usep/U = (1 —
Cpb )03 If one assumes, over a large range of Re, that Cp,
is approximately constant then one finds the expression
used by Bloor

(ﬁ) ~Re? |
S

Clearly this is of the same order as the measurements.
However, the fact that the experimental power law for
a comprehensive plot of all the previous studies follows
Re%07 was shown by Prasad and Williamson [16.297]
to be due to the fact that the characteristic lengths and
velocities are somewhat different to the values assumed
above. In particular it was found that there is indeed
a variation of base pressure Cpp over a range of Re
(see the range between D-E in Fig. 16.135), and also
that the movement of the transition point upstream as
Re increases affects the shear layer frequency. Both of
these influences yield an increase in the exponent, above
0.5. One finds from the analysis that approximately
(fa/ fi) ~Re%70, which would explain the experimen-
tally observed shear layer frequency.

It is important to introduce briefly the types of tur-
bulence intensities that have been measured in the near

Fig.16.142a,b Typical velocity fluctuation measurements
made in the near wake using hot wire anemometry. In (a),
Roshko [16.254] measured the streamwise turbulence in-
tensity profiles at specific downstream stations, showing
the characteristic twin peaks associated with the two rows
of vortices moving downstream. In (b), Bloor and Ger-
rard [16.296] show the typical streamwise intensity profile
along the wake centreline, indicating one of the measures
of formation length as given by the location of the peak
intensity (x/d ~ 2 in this case)
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Fig.16.143a—c Contours of Reynolds
a) gld stress extracted by an ingenious
method involving a flying hot wire.
. The previous classical profiles in
Fig. 16.142 may be related to the
| streamwise Reynolds stress con-
tours of (a) here. Measurements
= of Reynolds shearing stresses by
o % (periodic) Cantwell and Coles [16.234] in (b),
. and (c) show the periodic and random
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wake of the cylinder. Roshko [16.254] and Kovasz- In Fig. 16.142, Roshko plotted various transverse pro- -
nay [16.298] were the first to measure the streamwise files across the wake, exhibiting the characteristic twin o
w

turbulence intensity using the hot wire anemometer. peaks. The intensity reaches a peak and decays down-
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stream, as shown from the centreline measurements
of Bloor and Gerrard [16.296] in Fig. 16.142b. More-
detailed measurements of turbulence quantities have
been made extensively since that time, and we shall
focus here briefly on some of the data of Cantwell
and Coles [16.234] in Fig. 16.143. Their contours of
streamwise normal Reynolds stress and Reynolds shear
stress show the typical peaks on either side of the near
wake. These measurements, made possible with an in-
genious flying hot wire, have been subdivided usefully
into a periodic and random component.

It is particularly interesting to note from Fig. 16.144
that the periodic component of the Reynolds shear stress

remains remarkably similar between Re = 3900 (from
PIV of Govardhan and Williamson [16.300]), and the
much higher Re = 140000 of Cantwell and Coles. On
the other hand, the random component of the shear
stresses are more than double at the high Reynolds
numbers. Govardhan and Williamson observed that
a significant portion of the remnant of the stresses, over
and above the periodic component, is caused by fluc-
tuations due to the shear layer instability, rather than
only representing random fluctuations. Finally, we in-
clude here a plot of Reynolds stresses coming from
LDV measurements of Djeridi et al. [16.299], com-
pleting a figure showing all three techniques, namely

a) y/d
2
-0.05304 -0.0408
1 Flying hot wire
Re = 140000
0 @ %‘;’ (periodic)
-1
0.05304 0.0408
2
0 1 2 3 4 5 6 7
x/d
b) y/d
. v
4 / LDV
O Re = 140000
o 5 J' o
0 - ] = % (total)
Eag B Fig.16.144a—-c Comparison of stress
/ measurements using flying hot wire,
[ ﬂ <
-1 : \)—\ v N LDV, and PIV methods. The data
0 1 ..,-—-\2 3 n in (a) and (b) are at the same Re =
xld 140000, although they measure the
0) yld periodic and total stresses [16.234,
2 299]. It is interesting that the PIV
data for much lower Re = 3900 in
1 ~0.015 (c) show quite comparable peak values
PIV of the periodic shearing stresses at
o Re=3%00  Re— 140000, although Govardhan
uv (periodic) and Williamson [16.300] find that the
0015 Uz random stresses are far smaller at the
-1 ‘ lower Re. It appears that much of
0.06 the energy of the random stresses at
2 5 5 3 2 5 high Re are those caused by the shear
1

layer instability, and so might not be

/d
* considered all random
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hot wire, LDV and PIV, producing a similar set of
data.

The level of roughness and the level of free-stream
turbulence, amongst other influences, can modify the
Reynolds number for the inception of the drag crisis, as
indicated by Fig. 16.145. A more turbulent free stream,
or a rougher cylinder, will induce an earlier transition to
boundary-layer turbulence on the body, and to a dramatic
reduction in drag.

Regime E-F-G: Asymmetric Reattachment

Regime (or Critical Transition)
In this regime, the base suction and the drag decrease
drastically, associated with a separation—reattachment
bubble, causing the revitalized boundary layer to sepa-
rate much further downstream on the body sides (at the
140° line) and with a much reduced width of downstream
wake than for the laminar case. There is a most interest-
ing phenomenon which occurs at point F in Fig. 16.135,
and this corresponds with a separation—reattachment
bubble on only one side of the body, as discovered by
Bearman [16.260], and shown by Schewe [16.303] to be
bistable, causing rather large mean lift forces (Cp, =~ 1).
The effect on the base pressure and Strouhal number of
this single bubble on one side, or the presence of both
bubbles, is shown in Figs. 16.134b and 16.135, where the
single-bubble configuration is associated with point F in
these plots.

Regime G-H: Symmetric—Reattachment

Regime (or Supercritical Regime)
In this regime, the flow is symmetric with two
separation—reattachment bubbles, one on each side of the
body. Some fluctuations are detected in the wake at large
Strouhal numbers of around 0.4 [16.260], which is con-
sistent with the relatively thin wake in this regime (one
expects that the frequency will scale roughly inversely
with the wake width). According to Roshko [16.217], the
considerably higher Reynolds stresses of the boundary
layer following the separation bubble allow the boundary
layer to survive a greater adverse pressure gradient than
in the post-critical regime (see below), where transition
finally occurs before separation.

Regime H-J: Boundary-Layer Transition
Regime (or Post-Critical Regime)
The increase in Reynolds numbers through the various
regimes to this point is associated with a sequence of
fundamental shear flow instabilities, following the order

® wake transition
® shear layer transition
® boundary layer transition.

Drag coefficient Cp

12
. — 0 Achenbach (1971) k/d = 4.5x107
\\ g 32 Achenbach (1971) k/d = 1.1x107
27 s —_—
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Fig.16.145 The effect of surface roughness in stimulating an earlier
drag crisis. Increasing roughness induces a lower critical Re at
which one finds the drop in drag associated with laminar-turbulent
transition in the attached boundary layer. However, it is apparent
that high roughness then leads to a higher drag, after the crisis, than
for smooth cylinders (see also Shih et al. [16.262]). (References are
found in [16.301,302])

The effect of an increase in Re up to this particular
regime (H-J) is to move the turbulent transition point
further upstream, until at high enough Re, the boundary
layer on the surface of the cylinder itself becomes turbu-
lent. It was generally assumed that, after this point, the
downstream wake would be fully turbulent, and it was
not expected that coherent vortices would be observed.
However, in 1961, Roshko [16.233] was able to demon-
strate the surprising result that periodic vortex shedding
is strongly in evidence even in this flow regime, in what
one might call a Roshko street, in honor of this im-
portant discovery. Separation occurs further upstream,
yielding higher drag and base suction, and a wider down-
stream wake than in the previous regime. The drag in
Fig. 16.133b and the base pressure of Fig. 16.135 both
start to increase again when the vortex shedding resumes
after the drag crisis in this regime discovered by Roshko.
More-recent data up to very high Re 2 107 may be found
in Shih et al. [16.262].

16.3.5 Concluding Remarks

Despite the fact that the wake of a bluff body does
not easily admit analytical approaches, it is exceedingly
rich in flow phenomena. Over the last few years, there
has been a surge of experimental discoveries concern-
ing several aspects of bluff-body wakes, but particularly
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three-dimensional aspects. These activities have been
matched by new understandings of wake flows com-
ing from analysis and experiments and computations.
Cellular shedding, vortex dislocations, oblique shed-
ding, phase shocks and expansions, vortex loops, are
all three-dimensional vortex dynamics phenomena that
are becoming understood and that influence the varia-

tion of important parameters such as base pressure, drag,
lift and vortex frequency.

Facilities to study bluff-body aerodynamics utilize
both air and water as the fluid medium, and employ
a large set of techniques to measure the velocity, vor-
ticity, pressure, and the forces on bluff bodies, and to
visualize such flows with a battery of methods.
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