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IlocTaHoBKa 3a1a4uun

3agaya O MEPUOJMYECKOM TEYEHHH B IUIOCKOM KaHale pPacCMaTPUBAETCS IIPU YKCIIE
Peitnonsaca Re,=H/2-U./v=395 (opu_pacuerax He0OXOIMMO HCIIOJIL30BATh 3HAYEHHE YMCIIA
PeifHoubjica ponrcanHoe B 3aaanun), rae H — Beicora kanana, U, — quHaMudeckast CKOPOCTh, v
— KMHEMAaTUY€ECKas BA3KOCTb.

PacueTrnas o6macts 11t JaHHOM 3a1auun Oepetcs paBHo 4H u 1.5H B HanpaBieHUN TeUeHUS
(X) 1 HampaByIeHUH MOMEPEK TCUCHHUS COOTBETCTBEHHO (Z).

Hns paccmarpuBaemoro uucia Penonbica pacuerHas cerka coctout u3 81X81x61 y3noB
(ans_pgpyrux uwmcen PeliHoibica Koin4ecTBO y3ioB 1m0 Y OYIET OTIAMYATBCH) U CTPOUTCS
pPaBHOMEPHOM B HAIIPABJICHUU TCUCHHUS U B HAMIPABJICHUH TIoNIepek Teuenus ¢ maramu Ax/H = 0.05
u Az/H=0.025 coorBercTBeHHO (B IepeMeHHBIX 3akoHa crenkn AX'=40, AZ'=20). B
HAIPaBIIEHUU 110 HOPMaJIM K CTEHKE pacueTHasi CeTKa CTPOUTCSI CO CTyIIEHHUEM ¢ KO3 PUIIUEHTOM
1.15, mpu 3TOM mapaMeTpsl CETKH B EPEMEHHBIX 3aKOHA cTeHKH cocTaBistioT AY  =0.3+30 (upu
IIOCTPOCHUU PACYETHOW CETKU Jijisi Oosiee BBICOKUX uncen PeliHonbca He0OX0AUMO YBEIUYUTh
YHCJIO Y3JIOB I10 Y U CIISAUTH 33 TeM, YTOOBI IIPUCTCHHBIN IIAT CETKH B IIEPEMEHHBIX 3aKOHA CTEHKH
ObLI Beeria MeHbie 1).

B nampaBneHn# TeYeHHS W B HANPABICHUU IOMEPEK TEUCHHsS 33AA0TCS MEPUOTUIECKUE
rpaHHYHBIE YCIOBUA', IPU STOM rpaauenT Aaiaenus dp/dx=-2-p-U>/H 3a1aeTcs B ONpenensiommx
YPaBHEHHSIX IIPU MOMOIIM 00BEMHOTO NCTOUYHUKA B ypaBHEHUAX OanaHca ummynbca. [Ipu takom
HOAXO0/Ie 3HAUCHHUE CPEAHEPACXOIHON CKOPOCTH OIPEACISIETCS U3 PELICHUS U ITO3TOMY 3aBHCHUT
oT BbIOOpa TojAceTOuHOW Monenu TypOymenTHocTH. Lllar mo BpeMeHHM sl JaHHOW 3ajadu
3amaercs paBHbIM Af =0.001-H/u;, uto coorBercTBYeT unciny KypaHra MeHbIIe eTUHULIBI BO BCEH
pacyeTHoM 00acTH.

Pa3mepHas mocTtaHoOBKa JJii HEKOTOpBIX uucesl PeliHonbaca, a Takke Ipyrue JAeTalu
MIOCTaHOBKU MOTYT ObITh HaiifieHs! B [Ipunoxkenun 1.

Bb100p YHCIeHHOH CXeMBbI

[lpn pemeHuu 3amaud BUXpepa3pelIaOIIMMU METOJaMH HEOOXOJMMO HCIIOJIb30BaTh
2
HectanmoHnapHyto BeTBb ANSYS-FLUENT?. Cnenyer 0co00 OTMETHUTB, YTO TOYHOCTh pacyeTa
TaKUMHU METOJAMHU 3aBHCHT OT MCIOIB3yeMOT0 YMUCIEHHOTO MeToa. [109ToMy, OCHOBEIBasiCh Ha
pesyibratax TectupoBaHus (cM. Ilpunoxenume 1 wu Ilpunoxenue 2), pexkoMeHIyeTCs
UCTIOJTB30BAaTh CIEAYIOIINE HACTPOHKH BBIYUCIUTEIHHOTO aJTOpPUTMA!

o ZIJ'ISI HHTCPIOJIAAINN CKOPOCTU Ha I'paHb B KOHBCKTHUBHBIX CJlaracMbIX PEKOMCHAYCTCS
HCIIOJIB30BAaTh HCHTPAJIBHO PA3HOCTHYKO CXCMY BTOpPOIo IIOPsSAKa (B 0003HaYEHHIX
ANSYS-FLUENT —Central Differencing uiau CD).

o JIIsT MHTEpTOJSAIUN JTaBJICHUS Ha TpaHb PEKOMEHIYeTCsS HCIIOJIb30BAaTh B3BEHICHHYIO
MIPOTUBOIIOTOYHYIO CXEMY IEPBOTO U BTOpOro nopska (B oooznaueHusx ANSYS-FLUENT
— Standard).

! Ina 3agaHna Nepuoanyecknx rpaHnyHbIX YCA0BUIA ANA rpaHuL, ¢ Homepamu bndnuml n bndnum?2 Heobxoanmo

BBECTW C/IeAYI0LLYI0 KOMaHAy B TekcToBomM MHTepdelice ANSYS FLUENT:

/mesh/modify-zone/make-periodic bndnumi bndnum2 nyy

2 3apa4y Heo6X0AMMO peLaTh € UCNonb3oBaHWeM Koga obuiero HasHaveHUa ANSYS FLUENT sepcum 14 v BbiLwe.
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° I[J'DI BBIUUCIICHUSA TPAaJUCHTOB PCKOMCHAYCTCSA HCIOJB30BaTh CXCMY, OCHOBAHHYIO Ha
teopeme ["aycca-I'puna (B o603naueHussx ANSYS-FLUENT — Green Gauss Cell Based wiu
GGCB).

o Jns  anmpoKCHMalMy  TPOW3BOJMHBIX IO  BPEMEHHM PEKOMEHIYETCsS HCIIOJIb30BaTh
JBYCIONHYI0 cxemy OJiiepa Broporo mnopsiaka (B obo3HaueHmsx ANSYS-FLUENT —
Second Order Implicit wmu SOI).

o JUis mpoABMIKEHHS 1O BPEMEHU DPEKOMEHIYETCs HCIOJIb30BATh HUTEPALMOHHBIA METO
SIMPLEC, nipu 3TOM Ha Ka)kJJOM II1are o BpeMeH! He0OXOAMMO MPOBOAUTH KAaK MUHUMYM
10 ureparuii Mo NCeBAO-BPEMEHHU.

° I[J'IH obecreyeHnsT MaKCHMAaJIbHO 6BICTpOﬁ CXOAUMOCTH PCIICHHA Ha KaXXIOM LIare I1o
BPEMCHH PCKOMCHAYCTCSA YCTAHOBUTDL BCC PCIIAKCALIMOHHBIC ITApaMCTPhbl paBHBIMU 1.

IIpoBeaenue pacuera

Pacuer nmeproandeckoro TedeHus B INIOCKOM KaHaje ¢ ucnoib3oBanueM ANSYS-FLUENT
MIPOBOJIUTCS B J[Ba dTAra.

Bravane npoBoauTCs CTalMOHAPHBIN pacueT 1o Moaenu SST Bo Bcel pacyeTHOM 00acTu.
Jlanee Ha wuMerolleecs CTAlMOHAPHOE II0JI€ CKOPOCTH HAKJIA/AbIBAIOTCS HMCKYCCTBEHHBIE
TypOyIeHTHbIE MydbCAIMM® M TIONYYEHHOE IOJe HCHONb3yeTcss B KauecTBE HAYaIbHOTO
npuOJIMKEeHUs: A pacdyeToB Ha BTopoM 3rtamne. Cienyer OTMETHTh, YTO IOCIE HAJIO0XKEHUs
TypOYJIEHTHBIX IIyJIbCAllii HEOOXOJMMO YJOCTOBEPUTHCS B TOM, UYTO IIOJyUYEHHOE IIOJIe
OTJIMYAETCA OT NePBOHAYAIBHOIO CTallMOHApHOro nossd. Kpome Toro, B ciiyyae HCHOIb30BaHUS
SST DES, SST IDDES, Heo0xoauMo Takke MPOMHHIIMAIN3UPOBATh BETMYMHBI KHHETHYECKON
SHEPIUU TYpOYJIEHTHOCTH M YIENbHOM JUCCHUIIAIMM TakK, YTOOBl YpPOBEHb HayaJlbHOU
TypOyJIE€HTHON BSI3KOCTH OB HU3KUM. B mpoTuBHOM ciyyae OyayT ucnonb3oBaHsl noist K u o,
nonyueHHele 1m0 RANS wmomenn SST, u BbicOKas BSI3KOCTh NpPUBENET K AUCCUIIAIUU
TypOYJIEHTHBIX CTPYKTYp, @ pEIIeHHEe MOKET BBINTH Ha CTAllMOHAPHBIA pexuM. [pyrum
peleHreM JaHHOM MpoOJeMbl MOXKET ObITh NpPOBEIEHHE NpeABapUTEIbHOrO pacyera 0e3
MOICETOYHOM MOJIEH WU C alreOpandeckoil MOIebIo.

Ha BTOpoMm dTare npoBOAUTCS HECTALIMOHAPHBIN pacyeT ¢ UCIIOIb30BAHUEM TOT'O UIIU HHOTO
BUXPEPA3PEIIAIOIIETO TOAX0A B COOTBETCTBUE C PACUETHBIM 3a/IaHMEM U BBIILICIIPUBEICHHBIMU
yKa3aHUsIMH TI0 BBIOOPY ONTHUMAJbHBIX HACTPOEK BBIYMCIMTENbHOrO anropurMa. Crienyer
OTMETHUTh, YTO TPU MPOBEIECHUU PACYETOB HEOOXOJIMMO KOHTPOJIUPOBATH MU3MEHEHHE CPEIHETrO
3HaueHMsI TpeHus (Tw) Ha CTEHKaxX KaHala W 3HadeHus cpenHepacxomnoit ckopoctu (Up) BO
BpeMeHnu. [l 3TOro pekoMeHIyeTcs HcCmoib3oBaTh Surface monitors. Ilocie Toro, kak
U3MEHEHUE  BBIIICYIOMSHYTHIX BEJIMYMH BO BPEMEHM  OKa3bIBa€TCi  CTATUCTHUYECKU
YCTaHOBUBIIUMCS (CpeiHEE 3HaAUEHUE MePEeCcTaeT MEHAThCS BO BPEMEHH ), HEOOXOJMMO IMOJIYYUTh
OCpEJIHEHHbIE 110 BPEMEHHM BeTMYMHBL s 3TOro HeoOXOAMMO COPOCHTH HECTAllMOHAPHYIO
CTATHCTHKY JUIS TEKYIIETro PelIeHns” 1 MPOBECTH pacdeT Kak MEHIMYM 5000 IIaros mo BpeMeHH
co cbopom BpemeHHoi#t ctatuctuku (data sampling for time statistics B menro run calculation).

[Tocne okoHYaHUS OCPETHEHHSI MOKHO IIPECTYNaTh K 00pabOTKe pe3yIbTaToB.

3 Nna aToro HeobxoAMMO OTPLITL pelueHne no SST moaenu (cas u dat dainbl) n B TeKCTOBOM MHTepdelice BBECTH
CNefyloLLyto KOMaHAy:
/solve/initialize/init-instantaneous-vel
4 Ana cbpoca HecTaumoHapHOM CTaTUCTMKM HEOBXOAMMO B TEKCTOBOM MHTEpdeiice BBECTU CeayIoLLy0 KOMaHAY:
/solve/initialize/init-flow-statistics
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O0paboTka pe3yIbTAaTOB U TPEOOBAHUS K OTYETY

O6paboTky pe3ynbraToB HeoOxoaumo mpoBoauTh B maketax ANSYS CFD-Post wam
Tecplot. [lyis ananu3a pe3y/ibTaTOB BHaYalle HEOOXOAMMO BBIUHCIUTL OCPEAHEHHOE 110 CTCHKAM
KaHajia 3HaueHHe JUHAMUYECKON CKOPOCTH

U:=(tw,mean /p)°°
31ech Tw,MEAN — 3HAYEHUE OCPEIHEHHOIO [0 BPEMEHU TPEHUS Ha CTEHKE, P — IUIOTHOCTb.

Jlanee OCHOBBIBasICh Ha 3HA4YCHHU U; HEOOXOIMMO BBIYUCIHTH M IOCTPOMTH CIEIYIOIIHEC
XapaKTePUCTHKH:

Y =y-Uddv

U*=Unmean/u.

U™ =Urms/U:

V" =VRrms/U:

W"™*=Wrms/Ux

UV*=-UV/U.? (monuble HANPSKEHHs, 2 TAKKE PA3PENICHHYIO U MOETHPYEMYIO YacTH)

<ve>lv

3,[[60]5 V — KHHEMaTU4YeCKas BA3KOCTh, <vi> - OCpCAHCHHAA Typ6yneHTHa${ BA3KOCTD.

Jns Bu3yanmu3ali TEYEeHUS HEOOXOIUMO TOCTPOHMTH HW30MOBEPXHOCTh Q-KpuTepwus,
BBIYHCIIIEMOTO B BUJE:

Q=[S2%-Q?| Q-kpurepuit
S=(2S;jSij)°° BTOPO MHBApHAHT TEH30Pa 3aBUXPEHHOCTH (3aBUXPEHHOCTD)
Q=(2QijQij)*° BTOpO MHBapUaHT TEH30pa CKOpocTel eopMariu

[Tpu Bu3yanu3any HW30MOBEPXHOCTH OOBIYHO OKPALIMBAIOT TOW WJIM MHOU (U3UYECKOil
BEJIMUMHOM (CKOPOCTh, TypOyJI€HTHAs BA3KOCTh U T.1.).

Otyer 10IKEH cosiepKaTh B ceOe BBEJICHNE, BKITIOUAIOIIEe B ce0sl 11eb pabOThI U CPENICTBA
ee peleHus, onpeensionme ypasHenus (cM. riasy 4 B ¢aitne Fluent_Theory.pdf) u metoasr nx
peurenus (cm. rnaBy 20 B daiine Fluent_Theory.pdf), mocranoBky 3amauu, pe3ynbTaThl pacyeToB
Y BBIBOJIBI.

Pe3ynbTaTel JOJDKHBI OBITH IPEACTAaBIE€HBl B BHJE, MAKCUMAIbHO OJU3KOM K
IPEICTABICHHOMY B IIPUIIOKEHUH |, ¥ JOJDKHBI COJIEPIKATH CPABHEHHE PE3YNILTATOB pacyera ¢
nanabiMa DNS s cnenyronmx semmunnd: UT(y"), UV*H(y), U™ (y), V™ (y), W (y). IIpu cpaBHeHUH
KacaTeJbHBIX HanpsokeHuid ¢ gaHaeiMu DNS  cieayer NpeacTaBuTh pPaspelleHHYH H
MOJIEIMPYEMYIO YaCTH HaNPSKEHHH,  TAKKE MOJIHBIE KacaTelIbHbIE HAIPSIKEHHMS.

Taxke B OTYeTe [OJDKHA COJCPXKATHCSA BU3YaW3alMsl TEYCHHS TMPH  ITOMOIIH
I/I3OHOBerHOCTeﬁ Q-KpI/ITCpI/ISI U MTHOBCHHBIX IOJIA CKOPOCTU U 3aBUXPCHHOCTU B ITJIOCKOCTH
XY. Kpome TOro HeoOXOAUMO TMPEACTaBUTh MTIHOBEHHOE II0JIE OTHOIICHUS TYpOYJICHTHOU
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BSI3KOCTH K KHHEMAaTH4ecKoi (Vi/Vv), a Takxke rpaduKd 3aBUCHMOCTH OCPEIHEHHOM (110 BPEMEHH
WK TIPOCTPAHCTBY) BEJIMYMHBI Vi/V OT KOOPIAUHATHI Y.

ITommMoO 3TOTO HCO6XOI[I/IMO npeaACTaBUTE N3MECHCHUEC cpez[Hepacxoz[Hoﬁ CKOpPOCTH Up u
CpCOHCIO TPCHHUA HAa CTCHKE Tw BO BpCMCHHU.

I[J'ISI CpPaBHCHUA pe3y.]'IBTaTOB HCO6X0,I[I/IMO HCIIOJIB30BATh JAHHBIC IMPAMOIO0 YHUCIICHHOI'O
MOJIETTUPOBAHUS® (mannbie MOKHO HaWUTH Ha caire
http://torroja.dmt.upm.es/channels/data/statistics/).

ITocTanoBKa 3a1a4u HA CYET HA KJ1acrepe

[Tpu mocTaHOBKE 337auu HA CUYET HA BBIYUCIUTEIBHOM KiacTtepe Ha N sipax HeoOX0auMO
3allyCTUTh B KOMAaH/IHOW CTPOKE KOoMaHay Buaa (Oojiee MOAPOOHO O MOCTAHOBKE 3a/a4d Ha
KJIaCTepe MOYKHO MPOKOHCYIBTHPOBATHCS Ha Kadeape):

fluent 3ddp —tN —i”run.jou” >fluent.txt

B oaiine run.jou HeoOXOIUMO MOMECTHTh HA0OpP CKPUITOBBIX KOMAaHJ JJIsi TOCTAHOBKU
3a/1aud Ha cyeT. Huke mpuBeIeH mpuMep Takoro CKpunTa (CTpoKa HauMHAIOIIASICS CUMBOJIOM ;
ABJIIETCS 3aKOMMEHTUPOBAHHOM U MOXKET OBITh yJaJIeHa):

;read case and data file with name ‘run’

/rcd "run
;initialize time statistics
/solve/initialize/init-flow-statistics

;Perform 5000 time-steps with 10 sub-iteration per time-step.

;NOTE: If you have any monitors in your case you should add the same number of ‘y’ symbols

/solve/dual-time-iterate 500010yyyy
;write case and data file with name ‘run-05000’

/wced "run-05000"
:exit from FLUENT

lexity

5S. Hoyas and J. Jimenez, (2008) "Reynolds number effects on the Reynolds-stress budgets in turbulent channels",
Phys. Fluids, Vol. 20, 101511.
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MpunnoxkeHune 1.

IDDES of developed channel flow in ANSYS Fluent
M. S. Gritskevich, A. V. Garbaruk, and F. R. Menter

1. Introduction

Most current CFD simulations are based on the Reynolds Averaged Navier Stokes (RANS)
equations. This allows the solution of complex flow problems in steady state mode with
manageable computing power. However, there are numerous situations where it is not suitable to
average out all turbulence content from the simulation for mainly two reasons.

There are many flows where RANS models are not accurate enough to provide the required
quality in the simulation:

Flows with large separation zones like flows past bluff bodies.
Strongly swirling flows in combustion chambers.

Largely unguided flows like in HVAC.

Flows where the unsteady turbulence information is required for other models:

Acoustics.

Vortex cavitation.

Some FSI problems.

Unsteady heat loading and related fatigue.

For such situations, at least a portion of the turbulence spectrum has to be resolved in at least
a portion of the numerical domain. Such models are generally termed here Scale-Resolving
Simulation (SRS). The most widely known such modeling concept is Large Eddy Simulation
(LES). It is based on the approach of resolving large turbulent structures in space and time down
to the grid limit everywhere in the flow. However, while widely used in the academic community,
LES had very limited impact on industrial simulations. The reason lies in the excessively high
resolution requirements for wall boundary layers. Near the wall, the largest scales in the turbulent
spectrum are nevertheless geometrically very small and require a very find grid and a small time
step. In addition, unlike RANS, the grid cannot only be refined in the wall normal direction, but
also needs to resolve turbulence in the wall parallel plane. This can only be achieved for flows at
very low Reynolds number and on very small geometric scales (the extent of the LES domain
cannot be much larger than 10-100 times the boundary layer thickness parallel to the wall). For
this reason the use of LES is only recommended for flows where wall boundary layers are not
relevant and need not be resolved or for flows where the boundary layers are laminar due to the
low Reynolds number.

However, there are only very few such flows and other approaches need to be employed. A
promising approach to overcome the Reynolds number scaling limitations of LES is the approach
proposed by Shur (Shur, et al., 2008) in their method termed Improved Delayed Detached Eddy
simulation (IDDES). It can be run in standard DDES mode, meaning the wall boundary layer is
shielded from the DES limiter to avoid Grid Induced Separation (GIS) (Menter, et al., 2004).
However, the IDDES model is also designed to operate in Wall Modeled LES (WMLES) mode.
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In this situation, the RANS portion of the model is only activated in the inner part of the
logarithmic layer and the outer part of the boundary layer is covered by a modified LES
formulation. Since the inner portion of the boundary layer is responsible for the Reynolds number
dependency of the LES model, the IDDES approach can be applied on the same grid resolution to
an ever increasing Re number for channel flow simulations.

It is to be noted that for wall boundary layers, the Re number scaling is not entirely avoided,
as the thickness of the boundary layer declines relative to body dimensions with increasing Re
number. Assuming a certain number of grid nodes per ‘boundary layer volume’, the overall grid
spacing will decrease and the overall number of cells will increase with Re number.

In addition to IDDES, a simplified algebraic version is implemented into Fluent. It allows
for a more consistent combination with embedded LES, where an algebraic LES model is required
in the LES zone.

The IDDES formulation has been implemented into the CFD code ANSYS-Fluent 12 and
tested and calibrated for a series of flows.



Wall Modeled LES (WMLES)

The final mode of operation is Wall Modeled LES (WMLES). In this mode the RANS model
only covers the inner part of the logarithmic wall layer, whereas the rest of the boundary layer is
computed in RANS mode. The goal of this formulation is to avoid the Reynolds number sensitivity
of wall-resolved LES.

Periodic Channel

Test Case Description

Periodic Channel is a benchmark test case which is commonly used for turbulence model
investigation due to its geometric simplicity (Shur, et al., 2008). For relatively low Reynolds
numbers (based on friction velocity) DNS data are available for this test case (Moser, et al., 1999).
One important issue, which is especially significant for SRS turbulence models, is that Periodic
Channel does not need any unsteady boundary conditions, as unsteadiness is naturally sustained
by periodic conditions. That is why no additional assumptions and no additional information are
required. An example of such a flow is presented in Fig. 5.1, where isosurfaces of the Q-criterion
colored with velocity are plotted.

Isosurface of Q-criterion colored by velocity

A computational domain for this test case is shown in figure 5.2. The characteristic length,
which determines the geometry, is a channel height H which was taken equal to 1 [m] in current
study. Dimensions of the computational domain in X, Y, and Z directions were taken equal to 4-H,
H, and 1.5-H respectively.



Computational domain for the Periodic Channel test case

The simulation was performed in transient formulation for incompressible fluid. A summary
of physical parameters is presented in table 5.1.

The summary of physical parameters

Re: [-] 395 760 1100 2400 18000
Us [mes]] 1.0 1.0 1.0 1.0 1.0

At [s] 0.001 0.001 0.001 0.001 0.001

1 [Pass] 1.27x10° 6.58x107 4.55x10° 2.08x10" 2.78x10°
p [kg'm?] 1.0 1.0 1.0 1.0 1.0
dp/dx [Pa-m] -2.0 2.0 2.0 2.0 2.0

An example of the computational grid used for the test case is shown in Fig 5.3-a, ¢. The
base grid was uniform in X and Z direction with step 0.05 [m] and 0.025 [m] respectively. In wall
normal direction the grid was stretched with a factor of 1.15. For all considered test cases, except
the investigation of wall function and model interaction, the value of y* was set to 0.2, which
means that the governing equations are integrated to the wall. The base grid for different Reynolds
number has from 380 000 to 624 000 cells. A complete summary of all used grids is presented in
table 5.2.

In Fig. 5.3-b all applied boundary conditions are shown. On cyan colored boundaries
periodic boundary conditions and on red colored boundaries no-slip wall conditions were applied.
The influence of the pressure gradient was taken into account via a source term in the momentum
equations.



(©)

Developed channel flow computational grid for Rer = 18000 (a) and applied boundary

conditions (b)

For test cases with Re; = 395 and Re. = 18000 a refined grid was generated. It was obtained
from the coarse grid by multiplying the nodes number in each spatial direction by a factor of 1.5.
For the test case with Re; = 18000 two high-Reynolds grids were generated with non-dimensional
wall normal grid step equal to 8 and 40.

The summary of grids parameters

Re: Grid Name Cells Number | Nodes Number AX* AY" AZ*
395 Grid 1 384 000 81x81x61 40.0 0.2+30 20.0
395 Grid 2 1764 000 141x141x91 26.6 0.2+20 13.3
760 - 480 000 81x101x61 76.9 0.2+30 38.5
1100 - 480 000 81x101x61 111.4 0.2+30 55.7
2400 - 528 000 81x111x61 243.0 0.2+30 121.5
18000 Grid 1 102 900 41x76%31 3645.4 0.2+52 1822.7
18000 Grid 2 624 000 81x131x61 1822.7 0.2+30 911.4
18000 Grid 3 2 457 000 141x196x91 1215.1 0.2+20 607.6
18000 - 384 000 81x81x61 1822.7 8+ 20 911.4
18000 - 288 000 81x61x61 1822.7 40+ 20 911.4

For all considered test cases, the following numerical setup was used. Since an unsteady
incompressible flow is considered, a transient pressure based solver with Non-Iterative Time
Advancement based on Fractional Time Step method was used. A second order scheme was used
for the approximation of time derivatives. A second order central difference scheme was used for
the approximation of the convection terms in momentum equations. A first order upwind scheme
was used for turbulence equations. The Green-Gauss cell based method was used for interpolation
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of variables on faces. A PREssure STaggering Option (PRESTO) was used for pressure
interpolation scheme.

For most computational grids the value of y* is less than 1. That is why there is no need in
any additional assumptions for wall boundary conditions. The Enhanced Wall Treatment was used
at no-slip walls. This allows for a switch from integration to the wall on fine grids to a wall function
formulation on coarse grids.

Results

The Periodic Channel test case was investigated with the use of the Algebraic WMLES and
the IDDES turbulence model, with different numerics, and with different grids. For verification of
the IDDES turbulence model a series of computations with different Reynolds numbers was
conducted, and these results were compared with the results obtained with the NTS in-house code
(Shur, et al., 2008).

Contours of vorticity, velocity magnitude and eddy viscosity based on instantaneous flow
field are presented in figure 5.4.

In figures 5.5-5.6 the Reynolds number scaling is presented for IDDES and Algebraic
WMLES. As it can be seen, there is a slight log-layer mismatch for both models, but its magnitude
is relatively small.

In figures 5.7-5.11 a comparison with the NTS code is presented. As one can see, for all
Reynolds numbers, there is a trend of over-prediction of the resolved kinetic energy. For low
Reynolds number (Re; = 395, 760, 1100) Fluent velocity profile is very close to the NTS code,
while for higher Reynolds numbers (Re: = 2400, 18000) there is a slightly larger log-layer
mismatch with Fluent than with the NTS code. This is a result of differences in numerics. In Fluent
a 2" order central scheme is used, whereas the NTS code employs 4™ order central differences.
The first test which was done to investigate the model behavior is a grid refinement study. Three
grids were considered namely Grid 1, Grid 2, and Grid 3. Grid 2 is a basic grid used for
investigation of Reynolds number effects. Grid 3 is obtained by multiplying the nodes number of
nodes in every spatial direction with a factor of 1.5, and Grid 1 is obtained by dividing the nodes
number in every spatial direction by a factor of 2. The results for this study are presented in figures
5.12 — 5.13. The test was conducted for the highest and lowest Reynolds number. One can see that
there is no improvement in log-layer mismatch for Re; = 18000 even on finest grid. It also can be
seen that the results for Grid 1 are very close to results obtained on Grid 2 and Grid 3.

The last test was done to investigate the ability of IDDES to work with automatic and
enhanced wall treatment. The test was conducted for Re.=18000. The computations were
performed on three grids with y* equal to 0.2, 8, and 40. The results of this test are presented in
figures 5.14 — 5.15. As one can see, for y* equal to 0.2 both wall treatment methods give the same
results due to the equations can be integrated up to the wall. For y* equal to 8 enhanced wall
treatments gives wrong velocity profile in the log-layer, while automatic wall treatment gives
absolutely correct profile for both y* equal to 8 and 40. One should notice that both methods give
very small differences for stresses and eddy viscosity. Concluding the above, it can be stated that
IDDES is capable to work with automatic wall treatment and relatively large y* without any
damage to accuracy.
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Summary

The SST based IDDES and Algebraic WMLES turbulence models were successfully
implemented in Fluent. The behavior of the models was checked for a series of benchmark test
cases.

The boundary layer protection properties for IDDES was checked and compared with DES
and DDES on a Flat Plate and a NACA-4412 test case. The results of this test show that IDDES is
more inclined to Grid-Induced Separation (GIS) than DES which has no boundary layer protection
at all. This means that IDDES should be used very carefully in boundary layers and only suitable
computational grids should be considered. Further studies which will improve the shielding of the
IDDES and the DDES models are underway.

For the Backward Facing Step test case the influence of numerics and turbulence model was
investigated. It was shown, that DDES with the F2 function is not appropriate for such flow, and
is not recommended to use. It was also shown, that the advection scheme has a very small effect
on the solution, while using of PRESTO pressure interpolation scheme leads to incorrect results,
due to a delay in vortex roll-up past the step.

For the Periodic Channel test case the results were compared with the NTS in-house code.
The results of both solvers agree generally well. A slightly larger velocity miss-match was
observed due to Fluent’s 2™ order numerics relative to the NTS code’s 4™ order scheme. However,
this effect is small and will not impact industrial simulations noticeable. A grid refinement study
was conducted for this test case. It was shown, that the results for coarse grids and large time steps
are not drastically different from the results on medium and fine grids. Moreover, it was shown
that the IDDES model is compatible with the automatic wall treatment and gives good results for
large values of y*, which makes the IDDES model quite attractive for real flows.

For the Wall Boundary Layer test case an influence of numerics was investigated. It was
shown that the BCD advection scheme is not appropriate for such flows likely due to increased
numerical dissipation. It was also shown, that the PRESTO pressure interpolation scheme is more
dissipative than all others pressure schemes and is not recommended for such SRS simulations.
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MpunnoxkeHune 2.

Numerics requirements for scale-resolved simulations on
unstructured grids in ANSYS Fluent

M. S. Gritskevich, A. V. Garbaruk, and F. R. Menter

1. Introduction

Most current CFD simulations are based on the Reynolds Averaged Navier Stokes (RANS)
equations. This allows the solution of complex flow problems in steady state mode with
manageable computing power. However, there are numerous situations where it is not suitable to
average out all turbulence content from the simulation for mainly two reasons. There are classes
of flows where RANS models are not accurate enough to provide the required quality in the
simulation like flows with large separation zones, largely unguided flows, and strongly swirling
flows (e.g. combustion chamber flows). There also are many situations where the unsteady
turbulence information is required for other models such as acoustics, vortex cavitations, FSI
problems, unsteady heat loading and related fatigue. For such applications, at least a portion of the
turbulence spectrum has to be resolved in at least a portion of the numerical domain. Such models
are generally termed here Scale-Resolving Simulation (SRS). The accuracy of SRS is connected
with two issues namely with turbulence modeling and with numerics. In current work only the
later issue will be considered.

Generally speaking, different requirements for numerics are posed for RANS and SRS
models. For SRS high order low dissipative schemes are required to resolve turbulent structures,
while for RANS the order of scheme and its dissipative properties are not so substantial and the
scheme robustness is the most desirable property. In the current work, the ANSYS Fluent CFD
code is considered using different SRS approaches. This code provides a list of numerical schemes
which can be used for approximating different parts of the governing equation. These schemes
typically have an established history when used in combination within RANS models. At current
point, there is no systematic information about the optimal application of these schemes to the SRS
approach. Thus, the target of the current work is to provide comprehensive and systematic
information about the applicability of the Fluent numerics for the SRS approach.

The rest of paper is organized in the following way. Firstly, in section 2 a brief description
of test cases is presented. Then, in section 3 results are presented and discussed. Finally, in section
4 the conclusions are drawn and the recommendations for optimal scheme selection are provided.

Test cases description

Three test cases are considered in the framework of the current work namely the Decay of
Isotropic Turbulence problem (DIT), a periodic Channel flow (Channel), and a Backward Facing
Step flow (BFS). In addition to the selection of the turbulence model and the optimal numerical
method, it is typically also required to provide unsteady ‘LES’-inlet conditions for SRS methods.
This is avoided with the selected cases, as the DIT case is set-up using periodic boundary
conditions in all three space directions, the channel flow uses periodicity in the streamwise and
spanwise direction, and for the BFS flow RANS inlet conditions are specified and the turbulence
is generated by the flow instability past the step.

As all three flows are incompressible, the number of numerics options under consideration
is significantly reduced. The solution strategies utilized in the present study are Large Eddy
Simulation (LES), Monotonic Integrated LES (MILES), and Wall Modeling LES (WMLES).
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Decay of Isotropic Turbulence (DIT)

The DIT problem was calculated for the conditions of the Comte-Bellot and Corrsin
experiment [1] at a reference Reynolds number equal to 1.62-10°, which was based on a unit
reference velocity and on a unit reference length. The flow was calculated using the LES approach.

In present study the grid with 250 047 cells and 64% nodes was used for 2mx2mx2n
computational domain. The initial energy spectrum was taken from the experiment at the first test
section, up to the cut-off value of the wave number which depends on the grid size and was equal
to 32 for the current grid. The non-dimensional time step was At=0.005 which leads to a CFL
number be less than unity in the whole computational domain. Periodic conditions were used in
all three space directions. An example of turbulent structures is depicted in Fig. 1 with the use of
the Q-criterion iso-surfaces colored with velocity. Henceforth the Q-criterion is calculated as
Q=|S2-Q?|, where S denotes the shear strain rate and Q the vorticity.

In order to analyze the solution obtained in the framework of the problem statement outlined
above and to compare it with the experimental data [1] an energy spectrum was plotted for a
velocity field at two time instants obtained with the use of inversed three-dimensional Fourier
transformation. For further investigation an evaluation of a resolved turbulent kinetic energy
averaged over the entire domain was plotted.

Fig. 3. Isosurface of Q-criterion
colored by velocity for DIHT test  colored by velocity for Periodic ~ colored by velocity for BFS test

case Channel test case case

Periodic Channel (Channel)

A Channel flow was calculated for two Reynolds numbers which were equal to 395 and
18000. The Reynolds number was based on a unit friction velocity u. and on the unit channel
height H. The low-Re flow was calculated within the MILES and the WMLES approaches, while
for high-Re case only WMLES was used.

Following the calculations of Shur et. al. [2] the computational domain was 4H and 1.5H in
streamwise and spanwise directions respectively. The computational grid was uniform in
streamwise and spanwise direction with Ax/H =0.05 and Az/H =0.025. In the wall-normal
direction the grid was stretched with a factor of 1.15. It should be borne in mind that the same grid
distribution in streamwise and spanwise directions was kept for both low-Re and high-Re flow. In
contrast, for the wall-normal direction, the grid step in wall law coordinates was Ay'<1 which
allows integrating the governing equation down to the wall. A summary of major grid parameters
for both considered Reynolds numbers is presented in Table 1.

Table 1. The summary of grid information for considered Reynolds number

Re: Cells Number Nodes Number AX* AY* AZ"
395 384 000 81x81x61 40.0 0.2-+30 20.0
18000 624 000 81x131x61 1800 0.2 +1350 900
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Periodic conditions were applied in streamwise and spanwise spatial directions. The flow
was driven with a pressure gradient dp/dx=-2-p-u./H which was taken into account in the governing
equations via a source term in momentum equations.

The non-dimensional time step was At=0.02 which leads to CFL number to be less than unity
in the entire domain. Periodic boundary conditions were used in streamwise and spanwise
direction. An example of turbulent structures is depicted in Fig. 2 with the use of Q-criterion iso-
surfaces colored with velocity.

In order to analyze the solutions, a velocity profile in wall law coordinates was compared
with DNS data of Moser et. al. [3] for the low-Re case and with a correlation of Reichart [4] for
the high-Re case. In addition, profiles of resolved turbulent kinetic energy were plotted.

Backward Facing Step (BFS)

The BFS test case was calculated for the conditions of the Vogel and Eaton experiment [5]
at a reference Reynolds number equal to 28000 which was based on a unit bulk velocity and on
the unit step height H. Since the flow Reynolds number is relatively high, the calculations were
performed only within the WMLES approach.

Following the calculations of Shur et. al.[2], Strelets [6], and Spalart et.al.[7] a
computational domain was constructed in the following way. The domain extends from -3.8H to
20H in streamwise direction, where the coordinate origin was placed at the step location. The
height of the channel upstream of the step was equal to 4H. In spanwise direction the domain was
4H. A computational grid had 2 251 200 cells and 2 309 715 nodes. The wall normal grid step in
wall law coordinates was Ay*<1 which allows integrating the governing equation down to the wall.

Periodic conditions was applied in spanwise direction. At the inlet boundary RANS profiles
of velocity and turbulent quantities were used, and pressure was specified at the outlet boundary.
As it was already mentioned the wall resolutions allows integrating the equations down to the wall
and hence the wall treatment used on the boundary by default was insensitive. The non-
dimensional time step of was At=0.02 was used, which leads to CFL numbers less than unity in
the entire domain. An example of turbulent structures is depicted in Fig. 3 with the use of the Q-
criterion isosurfaces colored with velocity.

In order to analyze solutions obtained in the framework of the problem statement outlined
above and to compare them with the experimental data of Vogel and Eaton [5] the skin friction
coefficient was plotted as the most sensitive quantity.

Results and discussions

The governing equations were solved in transient mode for an incompressible fluid. A finite
volume method on unstructured grids with a cell-centered data arrangement was adopted. The
equations were solved using an implicit point Gauss-Seidel formulation with a Rhi-Chow flux
correction [8] which is targeted to suppress unphysical pressure oscillations. An algebraic
multigrid approach is implemented in ANSYS Fluent for convergence acceleration by computing
corrections on a series of coarse grid levels.

As it was already mentioned above, three approaches were chosen for turbulence closure
modeling, namely LES, MILES, and WMLES. For the former a Smagorinsky model with a
constant equal to 0.2 was utilized. The MILES approach corresponds to the simulations with no
turbulence model, which makes it possible to estimate the behavior of the numerics itself. For the
WMLES simulations the Improved Delayed Detached Eddy Simulation (IDDES) model of Shur
et. al. [2] was utilized.
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In the Fluent code there is a wide range of numerical schemes for different parts of the
governing equations which can be used in the framework of the SRS approach [9]. These schemes
have different properties and their correct choice can have a significant effect not only on the
algorithm performance but also on the solution accuracy. The schemes were conventionally
divided into five groups namely advection interpolation schemes, pressure interpolation schemes,
gradient interpolation schemes, time advancement schemes, and pressure-velocity coupling
schemes. A summary for schemes falling into each group is presented in Table 2.

Table 2. The summary of numerics utilized in present work
Advection interpolation Central Difference (CD) [9]
schemes Bounded Central Difference (BCD) [9-11]
Monotone Upstream-centered Schemes for Conservation Laws (MUSCL)
[9,12]
Quadratic Upstream Interpolation for Convective Kinematics (QUICK)
[9,13]
Second Order Upwind [9,14]
Time discretization schemes First Order [9]
Second Order [9]
Pressure interpolation schemes | Linear [9]
Standard [8,9]
Second Order [9]
PREssure STaggering Option[9,15]
Gradient interpolation Cell-Centered Green-Gauss (CB) [9]
schemes Node-Based Green-Gauss (NB) [9]
Cell-Centered Least Squares (LSQ) [9]
Time advancement schemes Fractional Time Step (NITAFTS) [9,16,17]
Semi-Implicit Method for Pressure Linked Equations Corrected SIMPLEC
[9,18]
Coupled [9]

Advection interpolation and time advancement are the most important for the SRS approach
since their contribution into the scheme dissipation is much larger than for other groups. The
nominal scheme order is second order for central difference schemes and goes up to third order
for upwind schemes. CD is the only pure central differencing scheme, while all the rest are either
pure upwind (QUICK, SOU) or blended upwind and central difference schemes (BCD, MUSCL).

Pressure interpolation and gradient interpolation schemes are less important for the SRS
approach. In principle, their contribution into the scheme dissipation is not evident, albeit it should
be noticed that these schemes are indirectly included into the first two groups and hence should be
also investigated.

Generally speaking, the pressure-velocity coupling method should not have any contribution
into the scheme dissipation, however, the robustness and the time accuracy/convergence of the
computational algorithm strongly depend on this method. Herein two types of schemes are
considered. The first group are so-called iterative schemes (SIMPLEC, Coupled), where for each
time step inner iterations are performed to obtain the solution for the next time step. The second
group are so-called non-iterative schemes (NITA FTS), where no inner iterations are required to
obtain the solution for next time step. For iterative schemes, the number of iterations can have an
influence on the solution since it affects the solution convergence. In the present work 5, 10, and
20 iterations per time step were considered.

For all the results obtained in further sections all the relaxation factors were set to unity to
avoid uncertainties caused by convergence speed, which can cause misleading conclusions. If it is
not mentioned in the text the default values for all considered test cases were CD for advection
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interpolation scheme, Standard for pressure interpolation scheme, CB for gradient interpolation
scheme, second order for time discretization, and NITA FTS for time advancement.

Energy spectrum at t =0.87 s
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Fig. 4. Energy spectrum for the DIT test case at t=0.87 [s]and t=2.00 [s] with Smagorinsky model for
different advection interpolation schemes

Advection Interpolation Schemes

Within this section an influence of advection interpolation schemes was investigated, while
all the rest numerics was set by default values as it was already mentioned above.

As it was mentioned above, the calculation for the DIT problem was performed with the use
of the Smagorinsky sub-grid model. The effect of scheme dissipation can be distinctly seen in the
energy spectra depicted in Ommoka! Mcrounuk ccblikum He HaiigeH.. As seen, the least
dissipative scheme is CD which is in better agreement with the experimental data than all others.
The contribution of the scheme dissipation results in a faster drop of the energy spectrum for the
smaller scales. The least dissipative from all upwind schemes is BCD, which is actually a hybrid
of central difference and upwind schemes. Although it is more dissipative than the CD scheme, it
can be used in situations where the energy spectrum is not the main focus of interest. As expected,
the upwind/biased schemes are more dissipative than the CD/BCD schemes and dissipate the
smallest scales more strongly.
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Velocity Profile
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Fig. 5. Velocity profile for the channel flow at Re,=395 with MILES for different advection interpolation
schemes
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Fig. 6. Resolved turbulent kinetic energy for the Fig. 7. Velocity profile for the channel flow at
channel flow at Re,=395 with IDDES for different Re,=395 with IDDES for different advection
advection interpolation schemes interpolation schemes
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Fig. 8. Resolved turbulent kinetic energy for the Fig. 9. Velocity profile for the channel flow at
channel flow at Re,=18000 with IDDES for Re,=18000 with IDDES for different advection
different advection interpolation schemes interpolation schemes

The low-Re Periodic Channel test case was calculated with both MILES and IDDES
turbulence models. For MILES all schemes from the table were considered, while for the IDDES
the scope was constrained only to CD and BCD.

To estimate the effect of the scheme dissipation a velocity profile (Fig. 5) and a resolved
turbulence energy profile (Fig. 6) was plotted for MILES and IDDES respectively. For the Channel
test case, the effect of scheme dissipation results in so-called Log-Layer Mismatch (LLM), which
can be clearly seen for MILES (Fig. 5). Thus, using the information from the velocity profile, only
two schemes satisfied the requirements of the SRS approach namely CD and BCD. The
performance of these two schemes was tested with the IDDES model on the Channel flow at high
and low Reynolds numbers. The contribution of scheme dissipation is much smaller for IDDES
than for MILES and the velocity profile do not allow to differentiate between the schemes (cf. Fig.
7 and Fig. 9). Thus, a profile of resolved turbulent kinetic energy was plotted, since this quantity is
more sensitive to the scheme dissipation. As seen, BCD is slightly more dissipative than CD,
however, the difference is marginal, which results in approximately identical properties of both
schemes for such flow.
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Skin Friction Coefficient

C,x1000
1

0

. Experiment

IDDES, CD

IDDES, BCD
15 20

o 10

X/H

Fig. 10. Skin friction coefficient along the lower wall in the BFS flow for different advection
interpolation schemes

For the higher Reynolds number, which is close to conditions in engineering applications,
only the IDDES turbulence model was considered. As for the lower Reynolds number only the CD
and BCD schemes were considered. As for low-Re flow the resolved turbulent kinetic energy was
plotted (Fig. 8). The results shows that the difference between these scheme is larger than for the
low-Re case (about 20% near the peak).However, despite this difference the scheme could be used,
since typically only first order statistics is of the interest for most engineering flows.

For the BFS flow, only the IDDES turbulence modes was considered. The scope of the
considered schemes was limited only to CD and BCD, since they performed well for the Channel
test case. To estimate the scheme dissipation the distribution of the skin friction coefficient along
the lower wall was plotted. As it was expected, no significant difference between these schemes
was obtained (cf. Fig. 10).

Summing up all the results of this section, the following conclusions can be drawn. As
expected, only the CD and BCD schemes are appropriate for SRS. The CD scheme is more
preferable for SRS since it provides less dissipation. However, as it is reported in Mathey and
Cokljat [10], in some cases CD can be unstable in the free-stream, generating unphysical wiggles
which can destroy the solution. In such situations, the BCD scheme should be used instead of the
CD scheme.

Time Discretization Schemes

Within this section an influence of time discretization schemes was investigated, while all
the rest numerics was set by default values as it was already mentioned above.

- X Velocity Profile - X Velocity Profile
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Fig. 11. Velocity profile for the channel flow at Fig. 12 Velocity profile for the channel flow at
Re,=395 with MILES for different time Re,=18000 with MILES for different time
discretization schemes discretization schemes
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For investigating of this group of schemes, only the IDDES model was used. Two test cases
were considered in this section, namely the Channel flow at both Reynolds numbers and the BFS.
As seen, first order time-discretization yields a strong LLM for both Reynolds numbers. The
performance of first order time-discretization schemes is very close to upwind-biased spatial
discretization at least for lower Reynolds numbers (cf. Fig. 11 Fig. 12).

Surprisingly, for the BFS test case the difference between first and second order time-
discretization schemes was found to be negligible. Such behavior could be explained by the strong
physical instability due to the mixing layer roll-up, however, the validity of this hypothesis should
be checked more properly.

Thus, summing up the results presented in this section, the order of time discretization can
be very substantial for SRS in situations like in the Channel flow and if possible the second order
scheme should be used.

Pressure Interpolation Schemes

Within this section an influence of advection interpolation schemes was investigated, while
all the rest numerics was set by default values as it was already mentioned above.

The DIHT problem was re-calculated with the Smagorinsky model to estimate the
dissipative properties of the pressure-interpolation scheme. By investigating the energy spectrum,
it is found that all the schemes except PRESTO vyield practically identical solutions while PRESTO
gives an incorrect slope of the energy spectrum at high wave numbers (cf. Fig. 13). To understand
the reason of such differences the resolved turbulent kinetic energy was plotted in Fig. 14.

As seen, using the PRESTO scheme surprisingly diminished the initial level of the resolved
energy by about 12%. As a result, the subsequent solution evaluation is different from the other
schemes. The reason of such difference can be seen in Fig. 15, where the energy spectrum after
one time step is plotted for all the models. Therein, the PRESTO scheme is more dissipative and
changes the energy spectrum even after one time step. Thus, the PRESTO scheme is suspected to
be inappropriate for SRS.
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interpolation schemes

The Channel flow at low Reynolds number was calculated with both MILES and IDDES
turbulence models. To estimate the effect of the scheme dissipation, a velocity profile was plotted
for MILES (Fig. 16) and a resolved turbulent kinetic energy was plotted for IDDES (Fig. 17). As
seen, for both models the difference between the considered schemes is not significant, however,
the PRESTO scheme is slightly more dissipative than the other schemes as can be seen from the
resolved turbulence kinetic energy profile (Fig. 17).

For the high Reynolds number only the IDDES model was used. As for the low-Re case, the
difference between these schemes cannot be observed in the velocity profile and therefore the
resolved turbulent kinetic energy was plotted (Fig. 18). The results show that there is a rather strong
difference between all considered schemes. The PRESTO scheme seemed to be most dissipative
since the peak in the turbulent kinetic energy is underestimated by a value of about 20%. One more
observation, which is rather surprising, is that the Linear scheme is slightly less dissipative than
the Standard and the Second Order schemes. This difference was not explained yet.

28



Velocity Profile Resolved Turbulent Kinetic Energy

DNS, Re =395 IDDES, Re =395, Linear
MILES, Re,_ = 395, Linear

MILES, Re, = 395, Standard

IDDES, Re =395, Standard
IDDES, Re =395, Second Order
TDDES, Re =395, PRESTO

MILES, Re 395, Second Order
MILES, Re_= 395, PRESTO

/ﬂ

P

L

R . . . . .

T 10" 10' y' 10 10° 10* 0 02 04 Y/H, 06 038 1
Fig. 16. Velocity profile for the Periodic Channel  Fig. 17. Resolved turbulent kinetic energy for the
test case at Re,=395 with MILES for different  Periodic Channel test case at Re,=395 with IDDES

U’
10 15 20 25 30

2 3 4 5 6 7
T T

1

pressure interpolation schemes for different pressure interpolation schemes
Resolved Turbulent Kinetic Energy Skin Friction Coefficient
j ' IDDES, Re =18000, Linca - ' ‘ !
IDDES, Re 18000, Standard . .
el Ry

/
/ .
\\ \\\ 1 - / A
.
= — E| / . Experiment
— | L \ 7t IDDES, Linear
_ —_— : Y IDDES, Standard

IDDES, Second Order
IDDES, PRESTO

C,x1000

234567

=0 02 04 ym,, 06 08 1 K E s E 2
Fig. 18. Resolved turbulent kinetic energy for the  Fig. 19 Skin friction coefficient for the BFS test
Periodic Channel test case at Re,=18000 with case with IDDES for different pressure
IDDES for different pressure interpolation schemes interpolation schemes

For the BFS flow only the IDDES turbulence model was considered. To estimate the scheme
dissipation, the distribution of skin friction coefficients along the lower wall was plotted. As seen,
the PRESTO scheme results in an incorrect location of reattachment, while the other schemes
provide approximately the correct solution.

To understand the reason of the incorrect performance of the PRESTO scheme, the vorticity
contours in the XY section were plotted in Fig. 20 and Fig. 21. As seen, the mixing layer does not
roll up properly, which consequently leads to incorrect mixing and a delayed reattachment
processes.
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Fig. 20 Vorticity contours for the BFS test case  Fig. 21 Vorticity contours for the BFS test case
with IDDES for the Standard schemes with IDDES for the PRESTO schemes

Summing up all the results presented in the present section, the following conclusions can
be drawn. Only the PRESTO scheme is inappropriate for the SRS while the rest schemes yield
practically identical results and are suitable for the SRS. However, considering the scheme stability
properties [9] the most preferable scheme is the Standard scheme.

Gradient Interpolation Schemes

Within this section an influence of gradient interpolation schemes was investigated, while
all the rest numerics was set by default values as it was already mentioned above.
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In the framework of this section, only the DIT problem with the Smagorinsky model and the
Channel flow at lower Reynolds number with the MILES approach were considered. The results
show that all used gradient interpolation schemes vyield identical results for both test cases.
However, the grids utilized in these test cases were fully orthogonal with a high quality and in
such circumstances all the schemes should give the same solution. The question about dissipation
properties for more complex cases is still opened.

Time Advancement Schemes

Within this section an influence of time advancement schemes was investigated, while all
the rest numerics was set by default values as it was already mentioned above. As it was already
mentioned above all the relaxation parameters for each time advancement scheme were set to
unity.

To estimate the dissipative properties of time advancement schemes the DIT problem was
calculated with the MILES model. As expected, the results for this case shows that all considered
schemes result in absolutely identical energy spectra. For iterative schemes, the solution was found
to be independent of the number of iterations which were equal to 5,10, and 20 in the framework
of the present study.

The channel flow at low Reynolds number was calculated with both MILES and IDDES
turbulence models. The results for the MILES model show that the solution is independent of the
iteration number for the Coupled scheme. For the SIMPLEC scheme the solution is slightly
changing with increasing iteration number. The results of the comparison of iterative and non-
iterative schemes show that all the schemes yield practically identical solutions, albeit the Coupled
scheme tends to be slightly more dissipative than the NITA FTS and the SIMPLEC schemes (Fig.
22). Notice that for the iterative schemes, the solutions with 20 iterations were compared. For the
IDDES model the scope of computations was constrained only to the NITA FTS and the SIMPLEC
schemes. It was found that both models yield practically identical results. In addition, it was found
that for the SIMPLEC scheme 5 iterations is not enough to obtain a converged solution for the
higher Reynolds number (Fig. 23).
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Fig. 22. Resolved turbulent kinetic energy for the  Fig. 23. Resolved turbulent kinetic energy for the
Periodic Channel test case at Re,=395 with MILES  Periodic Channel test case at Re,=18000 with
for different time advancement schemes IDDES for SIMPLEC scheme with different
iterations per time step

For the BFS flow only the IDDES model was considered. For this test case, the scope of
computations was limited only to the NITA FTS and to the SIMPLEC schemes. To estimate the
scheme dissipation properties the skin friction coefficient along the lower wall was plotted. It was
shown, that both schemes provide practically identical results. For the SIMPLEC method 5
iterations are not enough for converged solution and at least 10 iterations are required.

Summing up all the results from the current section, the following conclusions can be made.
All considered schemes provide practically identical solutions. It was found that SIMPLEC needs
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at least 10 iterations for converged solutions. However, taking in account the fact that NITA FTS
Is the least time consuming from all considered schemes its use is quite attractive. Albeit, in some
situations, especially when the grid of poor quality are used, this scheme can diverge [9] and the
SIMPLEC scheme should be used.

Conclusions

A systematic study of numerics influences on the solution in ANSY'S Fluent was performed.
The results show, that it is possible to obtain good solutions within the SRS approach despite the
fact that only low order numerics is available on unstructured grids.

Two advection interpolation schemes were considered to be appropriate for SRS, namely the
CD and BCD schemes. The former scheme is preferable, however, it could provide unphysical
wiggles in the free-stream and could be replaced by the BCD scheme, despite an increase in the
scheme dissipative properties. Thus, a recommendation for advection scheme could be formulated
in the following way. One should use the CD scheme everywhere, when it provides physical
solution, and when unphysical wiggles appear the scheme should be switched to BCD.

For time discretization the most appropriate for SRS was found the second order scheme.
However, in some situations like in the BFS test case using of first order scheme does not have a
strong influence on the solution. However, the second order scheme does typically not cause any
additional problems and is therefore recommended.

Three pressure interpolation schemes were considered to be appropriate for SRS, namely
Linear, Standard, and Second Order. Using the PRESTO scheme is quite undesirable, since it is
too dissipative and thus is not recommended.

All available gradient interpolation schemes provide approximately the same dissipative
properties. However, considering the computational time, the CB scheme is the best choice for the
SRS approach.

It was shown that it is possible to obtain good solutions within the non-iterative time
advancement approach, which is very promising because of the low CPU time consummation. In
case, where it is not possible to obtain a solution with the use of non-iterative schemes it is
recommended to use SIMPLEC scheme with iterative time advancement, which gives practically
the same results as NITA FTS.
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